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TRANSITIVE PROPERTIES OF IDEALS

JAN KRASZEWSKI

Abstract. In this paper we present a wide range of results connected with
transitive properties of ideals. In particular, we present relations between
standard and transitive coefficients of ideals and compute transitive cardinal
coefficients of ideals on generalized Cantor spaces.

0. INTRODUCTION

In this paper we would like to give a description of cardinal characteristics con-
nected with certain transitive properties of ideals. We begin our presentation from
some history.

Let G be any abelian group and let 7 be any proper ideal of subsets of G which
is translation invariant (that is I + g € J for each I € J and g € G). The first
cardinal coefficient on the stage was a transitive covering number of 7 (denoted
by cov,(J)) that appeared implicitly in 1938 in the famous Rothberger theorem,
which was originally formulated for classical ideals of meagre and null subsets of
the real line (cf. [21]). We can formulate this theorem more generally as follows.

Theorem 0.1. Let J and Z be translation invariant ideals of subsets of a group G,
orthogonal to each other (that is there exist A € J and B € T such that AUB = G ).
Then

covi(J) < non(Z),

where non(Z) is the minimal cardinality of the subset of G that do not belong to T.

Proof. We fix A € J and B € 7 such that AUB = G. Let T C G be the set of
cardinality non(Z), which is not in Z. One can notice that A — T = G, which ends
the proof. O

In 1981 Carlson asked if it was possible to find a null subset B of the real line
with a property that for every null subset A of the real line there exists a real
number r such that A C B 4+ r. We can reformulate this problem in the following
way.

We call a family B C J a transitive base of J if for each A € J there exists
B € B and g € G such that A C B+g. The minimal cardinality of a transitive base
of J we call the transitive cofinality and denote by cof;(7). Thus, the question
was whether cof;(N) = 1, where N denotes the o —ideal of null subsets of the real
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line. The most general answer was obtained by Galvin in 1981 and independently
by Brzuchowski, Cichoni and Weglorz in 1982 (cf. [7], p.166 or [22]).

Theorem 0.2. Let J be a translation invariant ideal of subsets of a group G. If
J is symmetric (that is —A € J for each A € J), then cof (J) > 1.

Proof. Suppose that there exists a set B € J such that for every A € J there
exists g € G such that A C B+g. If b ¢ B then B & BU{b} C B+ g for
some g € G. Thus —B & —B — g. But we can assume that B = —B. Hence
B C B+ g % (B —g)+ g = B which is a contradiction. O

The complete description of transitive cofinalities of ideals of meagre and null
subsets of the real line was presented by Pawlikowski in [19] in 1984. He also men-
tioned a dual coefficient to a transitive cofinality. Following the way of describing
cardinal characteristics of the continuum presented by Blass in [4] we will call it a
transitive additivity and denote by add:(J). Unfortunately, Pawlikowski (and then
Bartoszyniski and Judah in [2]) used this name and notation for another coefficient.
In order not to make a mess we will call it a starred transitive additivity and denote
by add; (7).

In 1989 Seredyniski in [22] investigated properties of some transitive operations
on ideals.

In 1993 Carlsson in [6] introduced the notion of k-translatibility and proved that
the o —ideal of meagre subsets of the real line and the c—ideal generated by closed
null subsets of the real line are w-translatable. Bartoszyriski in [1] proved that the
o —ideal of null subsets of the Cantor space is not 2-translatable. Kysiak in [16]
introduced a natural notion of a translatibility number.

In the second paragraph of this paper we present relations between standard and
transitive coefficients of an ideal. In the fifth paragraph we discuss possibility of
existence other relations. In the third paragraph we compute these characteristics
for the o —ideal S,. In the fourth paragraph we show that the transitive covering
number can be totally different from the standard cofinality. The sixth paragraph
is devoted to transitive operations. Finally, we focus our attention on transitive
cardinal coefficients of ideals of subsets of generalized Cantor spaces.

1. DEFINITIONS AND BASIC PROPERTIES

We use standard set-theoretical notation and terminology derived from [15]. Let
us remind that the cardinality of the set of all real numbers is denoted by ¢. The
cardinality of a set X is denoted by |X|. A power set of a set X is denoted by
P(X). If k is a cardinal number then [X]* ([X]=") denotes the family of all subsets
of the set X of cardinality x (not greater than r, respectively). X <% denotes the
set of all finite sequences of elements of the set X. If ¢ : X — Y is a function then
rng(y) denotes the range of . If A CY then ¢ ![A] denotes the pre-image of A.

Let (G, +) be an infinite abelian group. We consider a o0 —ideal J of subsets of
G which is proper and contains all singletons (i.e. |JJ = G). Moreover, we assume
that J is translation invariant (i.e. (VA€ J)(Vge G)A+g={a+g:aec A} € J)
and symmetric (i.e. (VA€ J)—A={—-a:a€ A} € J).

We say that a family B C J is cofinal with J if for each A € J there exists
such B € B that A C B. We also call such a family B a base of [J.
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For an ideal 7 we consider the following cardinal numbers

add(J) =min{|A]: ACT & | JA¢ T},
cov(J) =min{|A|: AC T & | JA=G},
non(J)=min{|B|: BC G & B¢ J},

cof (J) =min{|B| : BC J & B is a base of J}.

They are called the additivity, the covering number, the uniformity and the
cofinality of J, respectively. Note that the following relations hold:

add(J) < cov(J), add(J) < non(J), cov(J) < cof(T), non(J) < cof(J).

Moreover, add(J) is regular and add(J) < min{cf(non(7)), cf(cof(J))}.

We call a family B C J a transitive base if for each A € J there exists B € B
and g € G such that A C B +g.

For an ideal 7 we consider the following cardinal numbers

addy(J) =min{|A|: AC T & -(FBc J)VAc A)(Fgc G)AC B+ g},
add; (J) =min{|T|: TCG & (A€ J)A+T ¢ J},

covy(J) =min{|T|: TC G & (A€ J)A+T =G},

cof,(J) =min{|B| : BC J & B is a transitive base of J}.

First two ones are both called transitive additivity. The latter two ones are called
transitive covering number and transitive cofinality, respectively. Let us no-
tice that all definitions of cardinal coefficients mentioned above (both normal and
transitive) are valid also for an arbitrary family A C P(G).

We say that an ideal J is k — translatable if

VAe J)FBe J)VT € [G]") (g€ G)A+T C B+g.
We define a translatibility number of J as follows
7(J) = min{k : J is not k — translatable}.

For a o—ideal J of subsets of G we define the following families of subsets of GG

s(J)={ACG:(VBe J)A+ B#G},
g(J)={ACG:(VBeJ)A+Be J},

The following basic properties of operations s and g can be found e.g. in [22].

Proposition 1.1. Let us assume that J is a proper, translation invariant, sym-
metric o —ideal which contains singletons. Then (a) g(J) is a proper, translation
mvariant, symmetric o —ideal which contains singletons;

(b) s(J) is a proper, translation invariant, symmetric family of subsets of G which
contains singletons;

(¢) 9(J) € T Ns(T);
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(d) 5(s(s(J))) = s(T);
(¢) 9(9(T)) = 9(T)- 0

If G is a fixed Polish locally compact group equipped with Haar measure then
the o—ideals of meagre subsets and of null subsets of G are denoted by M(G) and
N(G), respectively. We will write M and N if it is clear which Polish group we
consider or if the specification of a group is not necessary.

The Galvin-Mycielski-Solovay theorem [10] shows that s(M) is a o —ideal of
strongly null sets (this theorem is used to be formulated for G = 2¥ or G = R but
is true for every locally Polish group — see [16]). The family s(N) is called strongly
meager sets. Recently Bartoszyniski and Shelah show [3] that under CH strongly
meager sets do not form an ideal.

Sets from o—ideals g(M) and g(N) are called meager-additive and null-additive,
respectively (see [2] for more information).

From now on we deal with the generalized Cantor space 2" interpreted as the
set of all functions from an infinite cardinal number x into the set {0,1}. This
spaces are endowed with the standard product topology. Moreover, we consider

the standard product measure on 27.
We define

Pif ={f: fisa function & dom(f) € [w]* & rng(f) C 2}.

If f € Pif then we put
[fl={xze€2“: fCx}.

Let S, denotes the o-ideal of subsets of 2, which is generated by a family {[f] :
f € Pif}. We recall some properties of Sy, which were proved in [8].

Fact 1.2. (a) S, is a proper o-ideal, containing singletons, with a base consisting
of Borel sets. Every A € S, is both meager and null.

(b) S, is translation invariant and symmetric.

(c) There exists a family of size ¢ of pairwise disjoint Borel subsets of 2* that do
not belong to S,. U

We call a family F C Pif normal if for each two different fi, fo € F we have
dom(f1) N'dom(f2) = (). Directly from the definition of S, we can deduce that

Aes, = Ac [JIf
ferF

for some countable normal family F C Pif. In [8] the following useful lemma was
proved.

Lemma 1.3. Suppose that {f; : i € I} is a normal family of functions from
Pif, fe€ Pif and [f] CU,c/[fi]. Then [f] C [fi] for somei € I. O

Let A, S be two infinite subsets of w. We say that S splits A if |[ANS| = |A\ S| =
w. Let us recall a cardinal number related with a notion of splitting, introduced by
Malychin in [17], namely

Nog-s = min{|S|: S C [w]¥ & (VA € [[w]*]”)(3S € S)(VA € A)(S splits A)}.
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More about cardinal numbers connected with the relation of splitting can be found
in [12].
We define also a reaping number

t=min{|R|: R C [w]* & (VA € [w]¥)(3R € R)(A does not splitR)}.

(cf. [23] for more details). In [8] the following fact was proved.

Fact 1.4. add(S,) = wy, non(S,) = Ng-s, cov(S,) =, cof(S,) =c. O

We introduce some extra notation in order to simplify further considerations.
Let A\ and x be any infinite cardinal numbers. We put Inj(\, k) = {p € & :
Y is an injection}.

Definition. For A C 2% and ¢ € Inj(\, k) we put o x A ={xop:z € A}
For B C 2 and ¢ € Inj(w, k) we put B, = {x € 2" : x 0 p € B}.

Obviously, ¢ * A C 2* and B, C 2%. Another simple observation is that for
B C 2% and ¢ € Inj(w,k) we have ¢ * B, = B. Similarly, for A C 2% and
p € Inj(w,k) we have A C (¢ * A),,.

From now on let J be a o0 —ideal of subsets of 2“ and k be any infinite cardinal
number. We define

R(T)={AC2%:(Fp€lInj(w,k)p*xAec T}

If A C 2% then any ¢ € Inj(w, k) such that px A € J we called a witness for A. If
Z C J then k(Z) C k(J). Moreover, we have J C w(J), because for every A € J
the identity on w is a witness for A. The o—ideal generated by the family x(7) we
denote by J.

Definition. The o—ideal J is productive if w(J) C J.
We formulate some equivalent versions of this property now, proved in [13].

Fact 1.5. For a o—ideal J of subsets of 2 the following conditions are equivalent:
(a) J is productive,

(b) (VA C2°)Vp € Inj(w,w))(pxAe T =AcT),

(c) (VA C2¥)(Vp € Inj(w,w))(Ae T = A, € J). O

Directly from their definitions we deduce that the o —ideals of meagre subsets
and of null subsets of 2“ are productive. Also the o —ideal generated by closed
null subsets of 2“ is productive. Moreover, S, is the least non-trivial productive
o —ideal of subsets of the Cantor space.

If J is productive then x(J) = J, for any infinite cardinal number . o—ideals
J.. for a certain productive o —ideal J of subsets of 2“ were intensively studied in
[13].

We shall use in our further considerations the following simple lemma.
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Lemma 1.6. If A,BC2¥ ¢ € Inj(w,k), s €2¥ and t € 2" then
(a) Ap +1=(A+1top)y;

(b) (B+ ), = By, + 8" for some s’ € 2% such that s’ o p = s;

(c) (A+ B), = Ay, + B,

If A, B C 2% ¢ € Inj(\ k) then

(d) ox (A+ B) =@+ A+ ¢ x* B.

Proof. Straightforward from the definitions. O
Let us also recall one useful definition used in [13].

The ideal J of subsets of 2% has WFP (Weak Fubini Property) if for every ¢ €
Inj(w,w) and every A C 2* if A, is in J then so is A.

The o—ideals mentioned previously, i.e. o—ideals of meagre sets and of null sets
of 2%, the o —ideal generated by closed null subsets of 2 and S, obviously have

WEP.
We will need the following technical lemma proved in [13].

Lemma 1.7. IfJ is a productive ideal of subsets of 2% having WFP then for every
¢ € Inj(w,k) and every A C 2% if A, € J,.. then A€ J. O

We introduce a notion which is in a sense dual to the notion of productivity. Let
J be a o—ideal of subsets of 2¢. We put

p(J)={AC2¥: (Vp € Inj(w,w))pxAe T}

The following fact holds.

Fact 1.8. (a) p(J)C J.
(b) If J is proper, translation invariant, symmetric and contains singletons then

so is p(J).

Proof. (a) is obvious as id,, € Inj(w,w).

Let J be a proper, translation invariant and symmetric o —ideal of subsets of
2¢. Then p(J) is a o —ideal because of the fact that for ¢ € Inj(w,w) and sets
A; € 2¥ we have ¢ x| J,., Ai = U<, ¥ * A;. Properness is straight from (a) and
containing singletons is straight from the definition and the assumption. To get
translation invariance and symmetry it is enough to notice that for ¢ € Inj(w,w)
and A C 2¥ x € 2¥ we have p* (—A) = —pxAand px(A+z) =p*xA+z0p). O

The next theorem shows the duality mentioned above.

Theorem 1.9. Let us consider functions w,p : P(P(2¥)) — P(P(2¥)) defined as
follows

w(A)={AC2": (Fp € Inj(w,w))p*x A e A}
p(A)={AC2": (Vp € Inj(w,w)) px A € A}

Then w is a topological closure operator (in a sense of Kuratowski), p is a topological
interior operator and they determine the same topology.

Proof. As far as an operation w is concerned, we obtain straight from the definition
that w(0) = 0, A C w(A) and w(A U B) = w(A) Uw(B). Furthemore, using
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the fact that for ¢,¢ € Inj(w,w) and A C 2¥ we have p o ¢ € Inj(w,w) and
Y (pxA) = (po1)) *x A we get by simple calculations w(w(A)) = w(A), which
implies that w is a topological closure operation.

Similarly, we obtain from the definition that p(2*) = 2%, p(A) C A) and p(AN
B) = p(A)Np(B). Also the same argument as above helps us to show that p(p(A)) =
p(A). Consequently, p is a topological interior operation.

Let 7, and 7, denote topologies on P(P(2%)) determined by operations w and p,
respectively. We prove that 7, = 7,,. First, let us observe that for every family A
we have p(A)¢ = w(A°). We know that A € 7, <= A° = w(A°) and A € 7, <=
A = p(A). To finish the proof it is enough to notice that A € 7, implies w(A°) =
p(A)¢ = A° and A € 7, implies A = (A°)° = (w(A°%))° = (p(A)°)¢ = p(A). O

We will need one more o—ideal. Let us define
By ={AC2¥: (VX € [w]*) A] X # 2%},

where A [ X = {z | X : x € A}. This is one of the Mycielski ideals and was
intensively studied by many authors (cf. [9], [18], [20]). It is an easy observation
that B, = {A C 2¥ : (Vp € Inj(w,w))p * A # 2¥} and, consequently, B, =
p(P(2)\ {2*}).

2. TRANSITIVE CARDINAL COEFFICIENTS OF IDEALS

Let (G,+) be an infinite abelian group. We consider a o —ideal [J of subsets
of G which is proper and contains all singletons. Moreover, we assume that J is
translation invariant and symmetric.

In this section we present relations between standard and transitive cardinal
characteristics of J. First of all, we have the following diagram.

Theorem 2.1.
addt (j) — COft(j)

/ N\
add(J) — cov(J) cof (J)
N\ \
add; (7) — covi(T) |
N |
non(J) |

where Kk — XA means k < A. Moreover, every inequality may be strict.

Proof. Left to the reader. For possibility of strict inequalities — cf. Paragraph 5.
O

There are also some extra connections between these coefficients.
Proposition 2.2. add(J) = min{add;(J),add;(J)}.

Proof. Let us cosider A C J such that |A| < min{add;(J),add; (J)}. Then there
exists B € J such that for every A € A there exists g4 € G such that A C B+ ga4.
Let T = {ga : A € A}. Then |T| < add;(J) so B+ T € J. Furthemore,
UA € B+ T, which ends the proof. O
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Proposition 2.3. cov(J) > min{add(7),cov¢(T)}.

Proof. Let us cosider A C J such that |A| < min{add:(J),cov,(J)}. Then there
exists B € J and T € [G]M such that |JA € B+ T. But B+ T # G and,
consequently, | J A # G and we are done. O

This theoem together with Pawlikowski’s result (cf. [19]) add;(M) = b gives
another proof of a well-known (cf. [2]) corollary concerning an ideal of meagre sets.

Corollary 2.4. If b = ¢ then add(M) = cov(M) = cov¢(M). O

Fact 2.5. If cof(J) > |G| then cof(J) = cof(T).
Proof. Straightforward from the definitions. O
Our next observation is connected with cofinalities of transitive coefficients.

Proposition 2.6. (a) cf(add:(7)) > add(J),
(b) ct(add; (7)) > add(T),
(c) cf(cofy(T)) > add(T).

Proof. To prove (a) let us consider A C J such that for every B € J there exists
A € A which cannot be covered by any translation of the set B. Let us assume
that A = cf(add¢(J)) < add(J). Then there exist A C J for & < A such that

A=A and |A] <add(T).

E<A

Thus for every £ < A there exists Bg such that (VA € A¢)(3t € G) A C Be +t. But
then every set A € A can be covered by some translation of a set B = Ug xBe €,
which leads to a contradiction.

Proofs of (b) and (c) are analogous. O

Finally, we show some interactions between a translatibility number and the
diagram from Theorem 2.1.

Proposition 2.7. 7(7) < add; (J) < max{7(J),cof(J)}.

Proof. First inequality is an immediate consequence of the definitons. To prove
the other one, let us assume that B is a transitive base and 7(J) = &, i.e.

FAe J)VBe J) AT € [G]f)(NVge G)A+T  B+g.

We define T' = Ugz 1. It is not difficult to show that A+ T ¢ J, which ends
the proof. O

Corollary 2.8. add;(7) = 7(J) or add; (J) < cofs(7). O

3. TRANSITIVE CARDINAL COEFFICIENTS OF S,

In this section we compute transitive cardinal coefficients for the o—ideal S,.
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Theorem 3.1. add;(S,) = non(S,)

Proof. To prove that add; (S,) < non(S,) it is enough to observe that for every set
T C 2% such that T' ¢ S, we have |T'| > add;(S,) because {0} + T =T ¢ S, and,
of course, {0} € S,.

Suppose now that 7" C 2% and A € S,. To finish the proof we show that if " € S,
then A+ 7T € S,. Without loss of generality we can assume that A = J,_[fi],
where the family {f; : i <w} C Pif is normal. Thus

A+T=JA+t={J U +0 = Ui+t 1dom(f)]

teT teT i<w <wteT

Fix i < w. Let ¢ : dom(f;) — w be an isomorphism. It induces an isomorphism
{:2dom(fi) _ 2% The image of the set {f; +t[dom(f;) : t € T} C 2dom{fe) by |
has cardinality strictly smaller than non(S,). Consequently, it can be covered by a
set U, [g;], for some {g; : j <w} C Pif. Hence

Ui +trdom(fi)] € |J 7 (9))] €S,
teT j<w
which ends the proof. U

Theorem 3.2. cov(S,) =c¢

Proof. 1t is obvious that cov(Sy) < ¢, so it is enough to show the other inequality.
Let T'C 2 and A € S,. We can assume as in the proof of Theorem 3.1 that

A+T = JIfi + t1dom(f:)],
i<wteT

where f; € Pif form a normal family.

If |T| < ¢ then for every i < w there exist a function g; : dom(f;) — 2 which is
different from every function f; + t [ dom(f;), where ¢ € T. Because the family
{fi + i < w} is normal then there exists a function x € 2 such that J,_, g C =
and we have = ¢ (A 4+ T') which ends the proof. O

For a set X € [w]¥ let (X)¥ denotes the family of all infinite partitions of X
into infinite parts. Let R be a family of partitions from (w)¥. We say that R has
a property (x); if

(VP € (w)5)(BReR)(Vpe P)(Ir € R)r C p}
and a property (x)q if
(VP € (w)2)BReR)(3re R)(Vpe P)p L r}.
We introduce new cardinal numbers connected with these properties:

A1 =min{|R|: R C (w) & R has (x)1}
A2 =min{|R|: R C (w) & R has (*)2}.

The following theorem justifies the introduction of A\; and 5.
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Theorem 3.3. cofi(S;) = A1, add¢(S,) = Aa.

Proof. We prove only the first part of this theorem. The proof of the second part
is analogous.
Let R C (w)® be a family of partitions having (x);. Let

R*={J[0,]: ReR}CS,

reER

where 0, denotes a function constantly equal to 0 on its domain, which is the set
r. Let A € S,. We can assume that A = (J,_ [fi], where {f; : i < w} C Pif
and {dom(f;) : i < w} € (w)4. From the definition of R we know that there exist
R € R such that if 7 is a natural number then r; C dom(f;) for some r; € R. We
define a function z € 2% in the following way:

z(n) = fi(n) if n € r; for some i < w

x(n) = 0 elsewhere
It is a routine to check that

Ac Jo] +a.

reR

Hence the family R* is a transitive base for the ideal S, and, consequently, cof;(Sy) <
Al

Now let B C S, be a transitive base for S,. We can assume that if B € B then
B = ;. [fi] where {f; : i < w} is a normal family from Pif and {dom(f;) : i <
w} € (w)g. Let P € (w)g and let A =[] p[0p] €S,. Then

w

Ac U+ =L+ fidom(f)]

<w <w

for some |J,_, [fi] € B and f € 2¥. By the Lemma 1.2 we obtain that for every
p € P there exists a natural number ¢, such that [0,] C [f;, + f[dom(f;, )]. Thus
dom(f;,) € p. Hence the family

R = {{dom(f;) :i <w}: | JIfi] € B} C (W)

<w

has the property (x);. It is easy to check that \; < |R| < |B| which ends the proof.
[

To reach the final result we need a simple lemma:

Lemma 3.4. There exists a family P C (w)Y of cardinality ¢ such that for every

w

two partitions Py, Po € P if p1 € Py and pa € Py then p1 N ps s finite.

Proof. We deal with partitions of Z x Z except for partitions of w. Let py* =
{(z1,22) €E ZXZ :i < 29—az <i+1} fori € Z and o > 0. Then P* =
{p$ : i € Z} is a partition from (Z x Z)%. It is not difficult to check that a family
P ={P*:a >0} has a needed property. O
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Theorem 3.5. cofi(S,) =¢, add(S,) = w;.

Proof. Directly from the definition and Proposition 1.2(a) we obtain cof;(S,) <
cof(Sy) < cand w; < add(S,) < add:(S,), so it is enough to show that A\; > ¢ and
)\2 < w1 .

Let P C (w)¥ be a family the existence of which we proved in the previous
lemma. Let R C (w)¥ be a family with the (%); property. For a given R € R
we define Pr = {P € P : (Vp € P)(Ir € R)r C p}. Obviously P = [Uper Pr-
Moreover, every family Pg is at most countable because any element of R cannot
be contained in elements of different partitions from Pg. Therefore

¢ <|P| <w-|R|

On the other hand, if we consider a family R to be any subfamily of P of size w,
then R has the property (x)2. Actually, if there exists a partition P € (w)“ such
that for every R € R and every r € R we have an element p € P such that p C r
then we get a contradiction as for different Ry, Ry € R and 1 € Ry,r9 € Ry there

is no p € P which simultaneously contained in r; and 5. O

As a matter of fact, the proof of Theorem 3.5 could be shortened if we observe
that the family P defined in Lemma 3.4 is a (¢, w; )-Lusin set for a certain relation
(see [14] for more discussion).

Finally, we compute the translatibility number of S,.

Theorem 3.6. 7(S,) = w;.

Proof. To begin with, we show that S, is w-translatable. Let A € S, be arbitrary.
As usual, without loss of generality we can assume that A = J,_[fi], where
{fi i <w} C Pif and {dom(f;) : i < w} € (w)4. For every i < w let us fix a

partition P; = {p;; : j <w} € (dom(f;))¥. Then {p;; : 1,7 <w} € (w)¥. We define

B = U U [0,,.]-

<w j<w
Obviously, B € S,. For every T' = {t; : j < w} € [2¥]“ we define g € 2¥ as follows:

(Vi,j <w)glpij = (fi +1;) [ pij-

It is a routine calculation to show that A+ 7T C B + g.

To show the other inequality, let us consider first a partition P of w into infinite
parts. We can observe that there exists a set Tp € [2¥]“? such that for every family
{hi i <w} € Pif if {dom(h;) : i < w} = P then T € J,_,[hi]. Namely, it is
enough to take T such that (Vp € P)(Vx,y € T)(x #y =z [p # y[p).

Let us assume that S, is w;-translatable and let us fix any A € S, of the form
as in the first part of the proof. Hence there exists B € S, (we can assume again
that B = {J,_,[hy], where {h; : j < w} C Pif and {dom(h;) : j < w} € (w)3)
such that for every T € [2¥]“! there exists g € 2¥ such that A+ T C B + g. But
then from Lemma 1.3 we obtain that (Vj < w)(3i < w) dom(h;) C dom(f;) and,
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consequently, for every i < w we have Z; € [w]¥ such that {dom(h;) : j € Z;} is a
partition of dom(f;). Thus for every i < w we have

il +7< U hl+g (+)

JEZ;

Now, identifying 2¢ with 29°™(f9) as in the proof of Theorem 3.1, we obtain for
every i <w a set T; = Tigom(n,)jezy- Let T; = {t!, : @ < w;}. Then the set

T:{Utg:a<w1}

<w
contradicts the condition (x), which ends the proof. 0

4. COFINALITY VERSUS TRANSITIVE COVERING

In this section we show that transitive covering of an ideal may be totally different
from its cofinality.

Theorem 4.1. Let A be a cardinal number of an uncountable cofinality and let
(G, : o < A) be an increasing sequence of subgroups of a group G such that G =
Uacr G- If T is a 0 —ideal of subsets of G generated by a family {G,, : o < A}
then cof (J) = cf(\) and

covy(J) = inf{| G/Ga| ta < A}

Proof. Straight from the fact, that the sequence (G, : @ < \) is increasing we can
deduce that
J={ACG:(F<AN)ACG,}.

It is a simple observation that J is a translation invariant, symmetric o —ideal
containing sigletons. It is also proper as the cofinality of A\ is uncountable.

Let us fix a given sequence of cardinal numbers (¢, : a < cf())), cofinal in A.
Then the family {G¢_ : a < cf(A)} is a base for J. Moreover, no family of elements
of J of cardinality strictly less than cf(\) can be a base of J as all elements of
such a family are contained in G, for some § < A. Hence cof(J) = cf().

Let us observe that a sequence of cardinal numbers (| /¢ | : a < M) is decreasing
so there exists ¢ < A such that |9/ | =| G/GC| for a > (. Let us consider now a
set T C G such that |T| = covy(J) and there exists A € J such that A+ T = G.
Without loss of generality we may assume that A = G for some ¢ < £ < A. Then
we may get 7" C T such that (Vt € T') T" N (G, +t) = {t} and G; +T" = G. Thus
cove(J) = |T'| =19/ G, | and, consequently,

covi(7) =1%/a | =1%/c | =nf{| “/c_ | : a < A},

which ends the proof. U

As an application of Theorem 4.1 we construct a c—ideal, the transitive covering
of which is in general radically bigger than its cofinality. First, we introduce some
necessary notation.
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A set H C R is called a Hamel basis if it is a basis of (R, +) treated as a linear
space over a field Q of rational numbers.

From now on let us fix a Hamel basis ‘H and its enumeration H = {h,, : @ < c}.
Then every real number z has the unique representation in this basis, i.e.

(Vx e R)(Ar, € Q°)(|supp(rz)| <w & z = Zrm(a)ha),
a<c
where supp(r;) = {a : ry(a) # 0}. In order to simplify the notation we replace
supp(rz) by supp(z).
Definition. Let {PE : &€ < w;} be a fixed partition of ¢ into parts of cardinality c.
Let A be any set. We say that a function f € R4 is Hamel-bounded if

(3¢ < wy)(VYa € A)(supp(f U Pg).
B<E
Then we put HB(A) = {f € R4 : f is Hamel — bounded}. One can check that
HB(A) is a subgroup of R with a standard addition of functions.
For any function f € HB(A) its Hamel-bound hb ( f ) is defined as follows:

ho (f) = min{{ < w; : (Va € A)(supp(f U Ps)}.
B<E
Let x be an infinite cardinal number. Let B = {f € HB(k) : hb(f) < ¢}. Of

course, (Be : £ < w;) is an increasing sequence of subgroups of a group HB(k)
and HB(k) = U€<W1 Be. We define T'(k) as a o —ideal generated by the family

{Bg : f < wl}.
Lemma 4.2. | HB(’“)/B£| = 2" for every £ < w;.
Proof. Let us fix B, for some § < w;. We consider a set T C HB(x) such that
(VteT)T N (B +t)={t} and B, + T = HB(k).

Let us fix P C  and a real number z such that z € H\ {h, : a € Uy, Ps}-
We define a function fp, € HB(k) as follows:

fp(a) =xp(a) =
where x p denotes the characteristic function of a set P. Then there exists tp, € T
and g € b¢ such that fp = g +¢p. In particular, for each o € P we have

£ = fp(a) = g(a) + tp(0)
But we know from the assumption that supp(z) € g, Ps, so we have supp(z) C
supp(tp(a)) for each w € P. On the other hand, if a ¢ P then fp(a) = 0 and,

consequently, supp(tp(a)) = supp(g(a)) € Ug., Py for such o’s.
Let P, and P> be two different subsets of x and @ € P; A P,. Suppose that
tp =tp =t Then

supp(z) C supp(t(a)) € | P,
B<E
which is a contradition. Hence ¢ I3 # P, and, consequently,

[HE0) /g | = |T| > |P(r)| = 27,
which ends the proof, as |HB(k)| = 2". O
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Corollary 4.3. For every infinite cardinal number k we have cof (T (k)) = wy and
covi(T(k)) = 2.

Proof. 1t is enough to apply Theorem 4.1 for A = w,, G = HB(x), G; = B, and
J =T(k).

5. POSSIBLE DIAGRAMS

After reading Paragraph 2 it occurs a natural question whether there are any
other relations between coefficients in the diagram form Theorem 2.1. One of
possible ways of solving this problem (negatively) is to put w; and w, = ¢ in nodes
of the diagram and try to find a o—ideal J and a model for every legal configuration.

There are 23 legal configurations (taking under consideration Theorem 2.1 and
Propositions 2.2 and 2.3). In this section we shall present models for 12 of them.
From now on, o will stand for w; and e will stand for wy = c.

Theorem 5.1. If G =2 and J =S, then there are the following possibilities for
the diagram from Theorem 2.1.

(a) o — e (b) o —e
/ N\ / N\

NN NN
N N

(c) (d)

% N % N
NN NN
N N

° | © ]

Proof. Fact 1.4 and Theorems 3.1, 3.2 and 3.5 give us a complete description of a
diagram from Theorem 2.1 for J = S,.

To obtain the diagram (a) it is enough to assume Martin’s Axiom and ¢ = w,,
as it well-known that we have then Nyp-s = v = ¢. For the diagram (b) we need
Np-5 = w; and v = w, = ¢. This sitiuation takes place in a model obtained by adding
wy random reals to a model of CH, as Np-s < max{b,s} (cf. [12]) and cov(N) <t
(cf. [23] or [8]). To obtain the diagram (c) we need v = w; and Ng-5 = wy = ¢.
To get such a model we use a countable support iteration of length wy (over CH)
of the Blass-Shelah forcing introduced in [5] (see also [2]). This iteration preserves
p-points, so a p-point from the ground model causes t = w;. On the other hand on
every step we add a subset of w which is either almost contained or almost disjoint
with every subset of w from the ground model. A standard argument shows that
§ = wg where s is a classical splitting number (cf. [23]). But s < Ry-s which ends
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the proof. Finally, the diagram (d) holds in the iterated Sacks model, because we
have then Rp-5s =t = w; < ¢ = ws. g

Theorem 5.2. If G =R and J = M then there are the following possibilities for
the diagram from Theorem 2.1.

(a) (b)

e — O

/! N Va N

*e -0 —— o o — 0o . ®

NN NN
N N

(c) (d)

0 —0 —— e 60 — 0 .

NN NN
N N

Proof. We will use well-known Cichoni’s diagram (cf. [2]), Theorem 0.1 and Paw-
likowski’s results: add¢(M) = b and cof,(M) =0 (cf. [19]).

The diagram (a) holds assuming Martin’s Axiom and ¢ = w,. For the diagram
(b) we need non(N) = w; and b = w, = ¢ which is true after adding w; random
reals to the model of MA + ¢ = w,. To obtain the diagram (c) we need non(M) =
non(N)w; and 0 = w, = ¢ so it is enough to iterate w, times Miller forcing, with
countable support (over CH). Finally, the diagram (d) requires non(N) = 0 = w;,
and non(M) = w, = ¢ and adding w, random reals to the model of CH will do. O

Theorem 5.3. If G =R and J = N then there are the following possibilities for
the diagram from Theorem 2.1.

(a) (b)

o —e o

/ \ Va N

o —e —— e o0 — o . ®

NN\ N\
N N

° J ° J
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(¢)

o — O

/ N\

O —0 —— O

NN

oO— O

N
o ]

Proof. Again, we will use Cichon’s diagram, Theorem 0.1 and Pawlikowski’s results:
add¢(N) = add(N), cof(N) = cof (N) and add(N) = min{b, add; (N)}.

The diagram (a) requires add(N) = w; and b = non(N) = cov(N) = w, = c.
A suitable model can be found in [2] or in [11]. For the diagram (b) we need
non(M) = w; and non(N) = wy, = ¢ so adding w, Cohen reals to a model of
CH will do. Finally, the diagram (c) holds in iterated Sacks model, as we have
cof(N) = w; < ¢ = ws. O
Theorem 5.4. If G = HB(w) and J = T(w) then there is the following possibility

for the diagram from Theorem 2.1.

o — O

/ N\

O —0 ——> O

NN

o — @

N
o ]

Proof. 1t is enough to take any model of ¢ = w, and apply Corollary 4.3 U

Remark. Of course, some of diagrams mentioned above can be also obtained for
other ideals, e.g. diagrams 5.1(b), 5.2(a) or 5.2(c) can be obtained for o—ideal of
null sets as well.

6. TRANSITIVE OPERATIONS ON IDEALS

In this paragraph we prove some results connected with operations s and g. As
we have assumed at the beginning of this paper, J is a o —ideal of subsets of GG
which is proper, translation invariant, symmetric and contains all singletons.

Fact 6.1. non(s(J)) = cov(J), non(g(J)) = add; (7).
Proof. Straightforward from definitions. U
Proposition 6.2. covi(s(J)) > non(J).

Proof. Let us consider T' C G such that A+ 7T = G for some A € s(J). But we
know that for every B € J we have A+ B # G. Hence T' ¢ J. U
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Proposition 6.3. add;(¢(J)) = non(g(J)).

Proof. Tt occurs from Theorem 2.1 and Fact 7.1 that it is enough to show that
addy (¢(J)) > add;(J). Let us consider T' C G such that there exists A € g(J)
such that A+ T ¢ g(J). This means that for some B € J we have (A+T)+ B =
(A+B)+T ¢ J. But A+ B € J which ends the proof. O

Corollary 6.4. cov¢(g(J)) > max{non(7),cov¢(J)}.
Proof. Straightforward from definitions, Proposition 1.1(c) and Proposition 6.2. [J

In the next part of the paragraph we show that o—ideals S, and B, are closely
related to each other.

Theorem 6.5. s(S,) = B,.

Proof. Let us consider any A C 2“. It is a standard calculation which shows that
if for some X € [w]* we have A X = 2% then A + [0x] = 2. Hence if A ¢ B,
then A & s(S,).

On the other hand, let us consider any C' C 2“ such that B + C = 2% for some
B € S,. As in proofs in Paragraph 3, without loss of generality we can assume
that B = (J,_[fi], where {f; : i < w} C Pif and {dom(f;) : i < w} € (w)y. It
occurs that there exists i < w such that C' [ dom(f;) = 29°m(fi). Actually, if we
suppose that for all i < w there exists g; € 29°™(f) \ C | dom(f;) then we have
Uico(fi +9i) € 22\ B+ C. Thus if C & 5(S,) then C ¢ B, which completes the

proof. O

In [9] the authors showed that the covering number of B, is a weird object and it is
difficult to find reasonable estimations for it. In particular, it is relatively consistent
that Martin’s Axiom holds, ¢ = w, and cov(B,) = w;. The following corollary shows
that the situation for the transitive covering number of B, is different.

Corollary 6.6. If Martin’s Azxiom holds then covi(B,) = c.

Proof. From Theorem 6.5 and Proposition 6.2 we obtain that covy(B,) > non(S,).
It was proved in [8] that non(S,) = Rg-s and it is well-known that under Martin’s
Axiom we have Ny-5 = c. O

It is a natural question to ask what we know about g(S,). The next theorem
partially answers it.

Theorem 6.7. ¢(S,) = p(S,).

Proof. Let us assume that A € g(S,) that is (VB € S;)A+ B € S,. It is not difficult
to observe that this condition is equivalent to (VI' € [w]¥)[07] + A € S,. But we
can prove that if ¢ € Inj(w,w) then [0gom ()] +A = (p* A),. Hence, reformulating
our condition we obtain (V¢ € Inj(w,w)) (¢ *x A), € Sy. Thus, as S, is productive
and has WFP, we show that this fact is equivalent to (V¢ € Inj(w,w))p*x A € S,
and, consequently, to A € p(S,). O

Finally, we will show that all operations that appeared in this paragraph are
versions of one operation, defined in [22].
Let A, B be translation invariant families of subsets of a group G. We put

Gi(A,B)={ACG:(VBeB)A+Bc A}

The following proposition takes place.
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Proposition 6.8. Let J be a translation invariant, symmetric c—ideal of subsets
of a group G. Then

(a) s(T) = G(P(G) \{G}, T),

(b) 9(T) = G(T,T).

If G = 2% and J is productive and has WFP then

(c) p(T) = G:(T,S,).

Proof. (a) and (b) are reformulations of definitions and was observed in [22]. To
prove (c) it is enough to repeat carefully the proof of Theorem 6.7 O

7. TRANSITIVE CARDINAL COEFFICIENTS OF IDEALS ON 2F

From now on we assume that [J is a proper and productive o —ideal of subsets
of 2¥ containing all singletons (i.e. |JJ = 2¢¥) and that k > w;. We investigate
relations between transitive cardinal coefficients of J and those of J,.. Some of
them are parallel to relations between standard cardinal coefficients of J and 7,
proved in [13].

Theorem 7.1. add:(J,) = w;.

Proof. The proof is actually the same as the one of Theorem 2.1 from [13] which
states that add(J) = w;. O

Theorem 7.2. cof;(J.) < max{cof([x]=%),cof;(J)}. Moreover, if J has WFP
then cof(J.) > cof(T).

Proof. Similarly as above, constructions are analogous to those from Theorems 2.2
and 2.5 from [13] which state that cof(J,) < max{cof([s]=%),cof(J)} and if J has
WEFP then cof(J,;) > cof(J). The only addition is making use of Lemma 1.6(a)
and (b). O

Theorem 7.3. If w; <\ < k then add; (Jy) < add; (7).

Proof. Let us fix T' C 2% such that A+ T ¢ J, for some A € J,.. We take Phi €
Inj(A, k) such that rng(y) C rng(®), where ¢ is a witness for A. Let us consider
Dx A, ®+T C 2*. Obviously, |p*T| < |T|. Furthemore 1) = ® oy € Inj(w, \) is a
witness for ®xA € J. From Lemma 1.6(d) we know that ®x(A+T) = o« A+ P«T.

Now, if x € Inj(w, \) was a witness for @« A+ P T € J\ then Pox € Inj(w, k)
would be a witness for A + T € J, which contradicts the assumption. Hence
®x A+ P xT ¢ Jy which ends the proof. |

Theorem 7.4. If J has WFP then add;(J,) = add; (J).

Proof. Tt is enough to prove that add; (7,) < add; (J) and apply Theorem 7.3.

Let us fix T' C 2% such that A+ T ¢ J for some A € J. We define T = {t €
2" :tlweT & t](k\w) =0} Obviously, [T’| = |T|. From Lemma 1.6(a) we
have

Ay, +T = U(A+tlfw)id UA—I—t UA—I—t = (A+T)q,
t'erT’ teT teT

and A;; € J, as J is productive. But id,, € Inj(w, ) and J has WFP and from
Lemma 1.7 we get (A +T),, ¢ J., which ends the proof. O
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Theorem 7.5. covi(J,) = cove(T).

Proof. Let us fix T' C 2% such that A + T = 2% for some A € J. We define T"
in the same way as in the proof of Theorem 7.4. Similarly, we get 4,, + T =
(A+T);y = (2¥);4, = 2" and, consequently, cov,(J,) < covi(J).

To show the other inequality, let us fix S C 2% such that A + S = 2" for some
A€ Je. Let ¢ € Inj(w, k) be a witness of A. We consider ¢ xS C 2¢. Then
| * S| <|S| and from Lemma 1.6(d)

px A+ pxS=px(A+8)=p=x2" =2

But ¢ * A € J, which ends the proof. O
Theorem 7.6. 7(J) < 7(J%)-

Proof. Let us assume that 7 is £-transitive i.e. for every A € J there exists By € J
such that for every S € [2¢]¢ there exists tg € 2¥ such that A+ S C B +tg. We
show that J, is also &-transitive.

Let us consider any A € J,; and let ¢ € Inj(w, k) be its witness. Then pxA € J
and we fix By.a € J. If S € [27]¢ then without loss of generality we can assume that
©*S € [2¥]¢ and thus there exists tors € 2¢ such that ox A+ xS C Byya +tes.
Using Lemma 1.6(b) and (d) we obtain

A+T g (90 * (A+T))<,0 g (Bcp*A + ttp*S)Ap = (Bcp*A)gp +1

for some ¢ € 2. Hence J,; is &-transitive as we can take (Byya), for B4 and t for
ts from the definition of {-transitivity of J. 0

Theorem 7.7. If J has WFP then 7(J.) = 7(J).

Proof. 1t is enough to prove that 7(7,;) < 7(J) and apply Theorem 7.6. As in the
proof of Theorem 7.6, we assume that J, is {-transitive and show that J is also

&-transitive.
Let us consider any A € J. Then A’ = Ay, € Js and we fix By € J,. If

T € [2¥]¢ then we define T" C 2" like in the proof of Theorem 7.4. Obviously,
T' € [2F]¢ and there exists appropriate t7/ € 2% such that A’ +T' C B +t7.. But
A'+T = (A+T),,, - From Lemma 1.6(b) we obtain

(A+T +tr [w)sg, = (A+T);y, +tr C B.

Let us define
C = U (A—i—T—|—tT/[w).

Te[2w]¢

Then C C 2% and

Co.= | A+T+trw)y, CBE .
Te[2w]¢

Thus Cidw € J. and from Lemma 1.7 we know that C' € J. To finish the proof

it is enough to show that from every S € [2¥]¢ there exists ts € 2¥ such that
A+ S CC+tg.
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Let us consider any S € [2¥]¢ and put tg = t7 [w. Then

A+ S=A+S+tpJw+tplwCCH+tplw=CH+tg

and we are done. O

Acknowledgements. The author would like to thank Professor Cichon for many
fruitful disscusions.

REFERENCES

T. Bartoszyriski, A note on duality between measure and category, Proc. Amer. Math. Soc.
128 (2000), 2745-2748.

. T. Bartoszyriski, H. Judah, A. K. Peters, Wellesley, Massachusetts (1995).
. T. Bartoszynski, S. Shelah, Strongly meager sets do not form an ideal, J. Math. Logic 1

(2001), 1-34.

. A. Blass, Reductions between cardinal characteristics of the continuum, Contemp. Math.

192, Amer. Math. Soc., Providence, RI (1996), 31-49.

. A. Blass, S. Shelah, There may be simple Py, and Py, -points and the Rudin-Keisler ordering

may be downward directed, Ann. Pure and Applied Logic 33 (1987), 213-243.

. T.J. Carlson, Strong measure zero and strongly meager sets, Proc. Amer. Math. Soc. 118

(1993), 577-586.

. J. Cichon, A. Kharazishvili, B. Weglorz, Subsets of the Real Line, L.6dZ University Publ.,

Lédz (1995).

. J. Cichon, J. Kraszewski, On some new ideals on the Cantor and Baire spaces, Proc. Amer.

Math. Soc. 126 (1998), 1549-1555.

. J. Cichon, A. Rostanowski, J. Steprans, B. Weglorz, Combinatorial properties of the ideal

B,, J. Symb. Logic 58 (1993), 42-54.

. F. Galvin, J. Mycielski, R. Solovay, Strong measure zero sets, Notices Amer. Math. Soc. 26

(1973), A—280.

. A. Kamburelis, Iteration of Boolean algebras with measure, Arch. Math. Logic 29 (1989),

21-28.

. A. Kamburelis, B. Weglorz, Splittings, Arch. Math. Logic 85 (1996), 263—-277.
. J. Kraszewski, Properties of ideals on generalized Cantor spaces, J. Symb. Logic 66 (2001),

1303-1320.

. J. Kraszewski, Lusin sets for relations, in preparation.
. K. Kunen, Set Theory, North-Holland, Amsterdam, (1980).
. M. Kysiak, On Erdés-Sierpinski duality for Lebesgue measure and Baire category, Master’s

thesis, Warsaw (2000), (in Polish).

. V. I. Malychin, Topological properties of Cohen generic extension, Trans. Moscow Math.

Soc. 52 (1990), 1-32.

. J. Mycielski, Some new ideals of subsets on the real line, Coll.Math. 20 (1969), 71-76.
. J. Pawlikowski, Powers of transitive bases of measure and category, Proc. Amer. Math. Soc.

93 (1985), 719-729.

. A. Rostanowski, On game ideals, Coll. Math. 59 (1990), 159-168.
. F. Rothberger, Eine Aquivalenz zwischen der Kontinuumhypothese under der Existenz der

Lusinschen und Sierpinskischen Mengen, Fund. Math. 30 (1938), 215-217.

. W. Seredytiski, Some operation related with translation, Coll. Math. 57 (1989), 203-219.
. J. E. Vaughan, Small uncountable cardinals and Topology, Open Problems in Topology, ed.

by J. van Mill and G. M. Reed, North-Holland (1990), 195-218.

Mathematical Institute, University of Wroclaw, pl. Grunwaldzki 2/4, 50-156

Wroclaw, Poland
E-mail address: kraszew@math.uni.wroc.pl



