
PROBABILITY 
AND 

MATHEMATICAL STATISTICS 

MINIMAX SEQUENTIAL ESTIMATION 
BASED ON R m O M  FIELDS 

Abstract. The problem of minimax sequentla1 estimation for 
random fields is considered. A theorem which is a generalization of the 
results d Dvoretzky, Kiefer and Wolfowitz [2], Rhiel 171, Wilczyriski 
[l5], Trybula 1341, and Rbiariski [9]-[I21 is proved. This theorem n 
applicable to the case of a Poisson random field when the cost of 
observation depends on a state of the process. 

1. Introduction. Dvoretzky, Kiefer and Wolfowitz were the first who 
considered the problem of minimax sequential decisions based on continuous 
stochastic processes. They proved that for the Poisson and Wiener processes 
a bed-time sequential plan is a minimax sequential plan in the class of all 
sequential plans. -These results were generalized by Magiera [6] who con- 
sidered the exponential class of processes. Analogous results were obtained by 
Franz [4] for the multidimensional exponential class of processes and by 
Rbzanski 181 for the Ornstein-Uhlenbeck process. In the paper of Trybula 
[14j, an inverse mihimax sequential plan for estimation of the inverse of an 
intensity parameter of a Poisson homogeneous process was constructed, when 
the cost of observation depends on a state of the process. Similar and even 
more general results concerned with minimax sequential estimation for 
multinomial and gamma processes were obtained by Wilczynski [15]. He 
considered the case where the cost of observation may simultaneously depend 

I on the time of observation and the state of a process. Other aspects and 
! methods were developed by Rhiel 171. Recently Rdzariski [9]-[12] has 

obtained some results concerned with minimax sequential estimation for 
random fields. He proved that if the loss incurred by a statistician is due to the 
error of estimation and to the cost of observation of a random field on some 
compact set, then a simple plan is a minimax sequential plan. As an example 
one can consider Poisson, Wiener or Ornstein-Uhlenbeck random fields. 

In this paper we consider the case where the cost of observation depends 
simultaneously on a compact set of observation of a random field and on 
a state of this random field. A genera1 theorem on minimax estimation is 
proved that is applicable to minimax sequential estimation of the inverse of 
intensity of a Poisson random field. 



2. Preliminaries and notation. Let V be a set of realizations of a random 
field X,, z = (s, t)€R2. By po we denote a measure corresponding to this 
random field and defined on (V, F ) ,  where F is a @-algebra of subsets of 
V generated by cylindrical sets and 0 E B  G R is a parameter. Let X be 
a family of compact subsets K of RZ. Denote by S(K) the diameter of K. In the 
paper we shall assume that the family X satisfies the following 

CONDITION 1 .  There exists Q countable family of compact sets Pi(n), 
i, n~ N, such that 

sup { G ( P , ( ~ ) ) )  4 0 as n + oa 
I 

and for each K F X there exists a$nite covering C,, E X of K by some sets among 
P,(n),  EN, for which 

Remark  1, Let R$ = [O, CO) x [0, a). In this set we consider the partial 
order 

z1 =(s ly  ti) < z2 = (s,, t2)  iff s, < t, and s, < t , .  

Let z, E R: ; then by R,, we denote the rectangle {ZE R$ : z 6 zO). NOW let 
sf = (R,: z ~ R 2 , ) .  If we take 

k,, Z,E(O, 1 ,  2, ...),  EN, 

then we can see that Condition 1 is satisfied. 

By F ,  we denote a a-algebra of subsets of V generated by cylindrical sets 
{ v :  (u(zl), v(zZ), . . . , v(z,)) E B ~ , , ) ,  BE BR,, zi E K, i E (1, 2, . . . , n), and by ,uf the 
restriction of p, to the a-algebra F,. 

DEFINITION 1 (see [lo], [Ill). A Markov stopping set T is a mapping \ 
z: V -, X such that, for every K E X ,  ( v :  T ( V )  )C K) E F ~ .  

To each Markov stopping set z there corresponds a o-algebra F, of sets 
U E F  such that, for every K E X ,  { v :  T(U) E K) n U E F,. Denote by ,u; the 
measure p, restricted to the a-algebra F,. If X satisfies Condition 1 and, for 
each KE X, pf is absolutely continuous with respect to pfo with the .density 
function 

where goo is such that for each sequence K, 4 K, K,, K E X ,  

geo(Kn, V ,  6) + geo(K, Q, 0) pec,,-almost surely, . 
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then & is absolutely continuous with respect to pio and 

(see C101, C121). 
In the sequel we shall assume that the density function dpf/d& is given by 

. . the formula 

where S: X x V + R is such that, for every K E X ,  S ( K ,  .) is F,-measurable 
and S(K, ,  v) -r S ( K ,  v)  p,,-almost surely whenever K, L K, K, #,EX, Q is 
a set function from X into R such that for each sequence K ,  I K, K,, K E X ,  
Q(K") + Q(K). 

Thus we can conclude that the statistic ( Q ( t ) ,  S(t))  is sacient for the 
parameter 6,  and therefore we can restrict ourselves to the estimators of the 
form f (Q(z), S(z)). By a sequential plan we mean any pair 6 = ( t ,  f ) ,  where z is 
a Markov stopping set and f is an estimator of the parameter 0. Let L( f, 6)  
denote the loss incurred by a statistician if 6 is a true value of the parameter 
and f is an estimator he uses. 

Let c(h(K, u)) be the cost function representing the cost of observation of 
the random field X on the set K. We assume that the cost function depends 
upon the set K and the value er of the statistic (Q(#), s (K))  through a function 
h: X x R + R. Then the risk function is given by 

In the sequel we assume that R(6, 6) < a. 
A sequential plan So = (z , , f , )  is said to be minimax if 

sup R (do, 0) = inf sup R (S,  0). 
e a e 

Let @(0) be a prior distribution on (8, B,). If R(S, 0) is a Bemeasurable 
function, then for each sequential plan S the Bayes risk with respect to the prior 
distribution Qi is given by 

r(S, @) = R(6, Q)d@(O). 
8 

We say that a sequential plan 6' = (z', f') is a Bayes plan with respect to 
@ if 

r ( 8 ,  4P) = infr(6,  @). 
a 

Let us define a probability measure l7, on (Vx O,  F xB,) by the 
following formuIa: 

l7, (U x B) = f p,(U) d@(d)  for each B E B,, U E F . 
B 



Note that 
m v x  B) = j ~ , ( V d @ ( @  = @fB) 

B 

and 
n,(U x @) = j p 8 ( ~ ) d @ ( 0 )  G0(lY), U e  F .  

B 

It  is known (see [I]) that for each Markov stopping set z there exists 
a transition probability measure Yr,,(v, .) such that 

Another expression for 'P,,,(v, . j  will be useful. Namely, 

!Ptq0(v, B) = (n,(vx B) I F ,  x (0, 0)) p,-almost surely. 

We define the measure Y,,o(v, .) as a posterior probability of 0 having observed 
the realization v on the set z. As in the stochastic process case (see [7]} the 
mapping Y,,,: V + R+ , K E X ,  for which 

4..(fl) = inf [ 1 L(f> 0) ' P , , d v ,  d@] + c ( h ( K  (Q(Kl, S(K,  vl))), 
f @ 

is called a stochastic decision process. 

' 3. Sequential minimax decisions basd on random fields. 

LEMMA 1. I f  there exists an estimator f ' (Q(K) ,  S(K))  such that 

YK.O(V) = 1 ~ ( f  ' (Q(K),  S ( K ,  v)), 0) y,,,(v, do) 
e 

+ c ( h ( ~ ,  Q(K) ,  S ( K ,  v))) p,-almost surely for K E X ,  

then for each Markov stopping set z 

E,@(Y,,,) = r(6' , @) = inf 4 6 ,  @), 
8 = ( r , f  

where 6' = ( z ,  f ' ( ~ ( z ) ,  ~ ( r ) ) ) .  

Proof.  A proof of this lemma goes along the same lines as that in [9]. 
Therefore we omit it. 

Now we prove a theorem which is closely related to the previous results of 
Dvoretzky [2], Rhiel [7], Trybula [13], Wilczynski [15], R6iariski [9], [ l l ] .  

THEOREM 1. Assume that 

where the function H,(-)+ c(.) attains its minimum at the point y, belonging to 
the range W of the fvnction w: V x  X + R such that 

W(V.K)=~(K,(Q(K),S(K,~))) for each V E K K E X .  
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Let us suppose that there exists a sequence of prior distributions @, such that 

lim(H,mly)+cCy))=Hly)+c(y) for each Y E W  
n-'m 

and there exists yo E W such that 

We also assume that for euery y E W there exists a Mmkov stopping set r, defined 

If the sequential plan So ,= (T,,, f ( Q ( T , ~ ,  ~(z , , ) ))  fu&ls the inequality 

~ P R ( ~ O >  6)  < H(Y,)+~(Y,)? 
B 

then this plan is a minimax sequential plan in the class of all sequential plans 
( r ,  f ( ~ ( r ) ,  s(T))), where T is a Markotl stopping set with respect to ({FKJREx, X). 

Proof .  It is easy to see that for each sequential plan (z, f (Q(z), ~(z)) )  we 
have 

r(6, @) 2 H(y , )+c(y , ) .  

Thus by Lemma 1 we conclude that (r,,, ~ ' ( Q ( T , , ) ,  ~(z,,))) is a Bayes 
sequential plan. By the assumptions we have 

= min lim [HQn(y) +c(y)] = hn min [H@,,Q +c(yll = r(6,mny @,JY 
YEW n-m n-m YEW 

where 

1 

Thus by the Ferguson theorem [3] we infer that 6, is a minimax sequential 
plan in the class of all sequential plans, where r is a Markov stopping set with 
respect to ({F,),,,, XI. 

4. Application to the estimation of the intensity parameter of the Poisson 
random field. 

DEFINITION 2. By Bk2 we denote the family of all bounded Bore1 subsets 
of RZ. Let us consider the family {N (B), BE Biz)  of random variables for which 
the following conditions are satisfied: 



1" for arbitrary, disjoint, bounded Bore1 subsets B, ,  B,,  . . . , 3, of R2 the 
random variables N(B,), NIB,), . . . , N (B,) are independent; 

2" P(N(Bi)  = k) = (OIBjl)k expi- OIB,l)/k!, where IBil denotes the area of Bi. 
Then the random field N ,  = N(R,), .ZE R:, is called a Poisson random 

field. 

Let X = (R,),:. We want to estimate 1/8 with 

and 

c ( h ( ~ ,  Q ( K ) ,  S(K, 4)) = cfN,), 

where c(-) is a nqnnegative continuous function such that c(co) = m. By [5] 
the measure pfz  corresponding to the random field Nu, UER,,  is absolutely 
continuous with respect to the measure pf= corresponding to the Poisson 
random field with 13 = 1 and 

dpfz/dpfz  = BNz  exp( - 8 IR,I). 

Let us choose a sequence of prior distributions of the parameter 8 given by the 
density functions 

The density of posterior distributions of the parameter having observed the 
realization v on the set R, takes the form 

Thus the estimator f '  (see Lemma 1) is given by 
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We see that 
1 

It is easy to see that (1) is satisfied. Define an inverse Markov stopping time by 

vy, = inf i t :  N(R(,,,,) = y o ) .  

Thus z,, = R, is a Markov stopping set with respect to ({FR)KEx, X) .  Let 
Yo 

We have (see [13]) 

Finally, using Theorem 1 we have proved the following 

THEOREM 2. The sequential plan 

is a minimax sequential plan for the estimation ofthe parameter 1/6 in the class of 
all Markov stopping sets with respect to ( {FK)KEx,  X = {Rz)zERZ+) with the loss 
L( f, 8) = ( f -  Q-1)2/8-2 in the Poisson random jeld case, when the cost function 
c ( h ( ~ ,  Q(K), SF))) is c(N,) .  

Re mark 2. The case c ( h ( ~ ,  Q(K) ,  s (K)) )  = c( jK()  was considered in [9] 
and [ll]. 
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