
P M B U I L I T Y  
AND 

mmMAT1cAL. STATISTlCf 

VoL 21, Fsaf 1 (2001), pp. 159470 

THE INFINITE DIVISIBILITY AND ORTHOGONAL 
POLYNOMIALS WITH A CONSTANT RECURSION 
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Abntpact. We calculate Voicdescu's R-transform of the compact- 
ly supported probability measure on R induced from the orthogonal 
polynomials with a constant recursion formula, and investigate its 
infinite divisibility with respect to the additive free convolution. In the 
case of infinite divisibility, we give the LBvy-HinEin measure explicitly 
for the integral representation of the R-transform of the free analogue 
of the Uvy-HinEin formula. 

1. Introduction. In [15], Voiculescu began studying the operator algebra 
free products from the probabilistic point of view. His idea is to look at free 
products as an analogue of tensor products and to develop a corresponding 
highly noncommutative probabilistic framework, where freeness is given as the 
notion of independence. In [I61 the operation of the additive free convolution 
has been introduced as the analogue of the usual convolution. In order to 
compute it, the R-transform (free cumulant) was also introduced, which linear- 
izes the additive free convolution and its definition goes in terms of a certain 
family of formal Toeplitz operators. An alternative, combinatorial approach 
to the R-transform was found by Speicher in [13]. The most important advan- 
tage of tliis combinatorial approach is that it can be generalizedin a straight- 
forward way to multidimensional situations as in [12], 

The infinite divisibility for the additive free convolution was also studied 
in [16]. The characterization of the H-infinitely divisible measure on R with 
a compact support was given, and it was explained in [17] that this charac- 
terization is an analogue of the classical Lkvy-HinEin theorem. Moreover, in 
[4] Bercovici and Voiculescu showed that the Lkvy-HinEin measure associated 
with a B-infinitely divisible measure can be calculated as a weak limit of 
measures related with the convolution semigroup. 

Here we should note that Maassen gave in [lo] a direct proof for the 
addition theorem for freely independent real-valued random variables which 
have unbounded supports in general, by using resolvents of self-adjoint opera- 
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tors without an assumption on the existence of moments above the second. The 
free infinite divisibility of a probability measure on R was also investigated in 
[lo], and then the free analogue of the Levy-Hinh formula and the inter- 
pretation of the U v y  measure were gven. 

The probability measure on R is deeply related to the orthogonal polyno- 
mials as in [14]. In 173, Cohen and Trenholme calculated explicitly the measure 
for which a sequence of poIynomials with a constant (Jacobi relation) recur- 
sion formula is orthogonal. If we normalize it so as to be a probability measure, 
many important distributions in the free probability theory caq be realized as 
such measures, for instance, the semicircle law, the free Poisson distribution, 
the free binomial distribution. Many other investigations on the orthogonal 
polynomials in noncommutative probability theory can be found, for instance, 
in Ell, [3l, [el, and [Ill. 

In this paper, we first find the Cauchy transform of the compactly support- 
ed probability measure on R induced from the orthogonal polynomials with 
a constant recursion formula and then calculate its R-transform. In the sub- 
sequent section, we investigate its infinite divisibility and give the Levy-Hinh 
measure for the integral representation of the R-transform of the free analogue 
of the Uvy-HinEin formula in the case of infinite divisibility. Finally, we 
introduce the free negative binomial distribution as an interesting example of 
free infinitely divisible distribution. 

2. Tb induced probability measure a d  the R-tramform. Let ( d ,  cp) be 
a noncommutative probability space, that is, d is a unital algebra over C, 
together with a specified linear functional q: d + C such that rp(1) = 1. An 
element x E d will be viewed as a random variable, the distribution of which is 
the functional px: C [XI + C given by p, (1) = 1, p, (X") = cp (xn). If d is a C*- 
-algebra and q is a state, which is called a C*-probability space, then for a self- 
-adjoint element x, the distribution p, can be canonically extended to the 
probability measure on R with a compact support. 

In noncommutative probability theory, independence is usually based on 
tensor products, in particular independent random variables commute. In 1151 
free products were proposed as a replacement of tensor products for definition 
of new independence. This leads to a highly noncommutative independence 
called a free independence (for definition see, e.g., [17]). 

If x and y are two free random variables, then the distribution px+, can be 
shown to depend only on p, and p,. This allows one to define the operation by 
pxmpy = A + ~ .  Considering self-adjoint elements x and y in a C*-probability 
space, it is easily seen that if px and py are compactly supported probability 
measures on R, then p,mpy is also a compactly supported probability measure 
on R. The operation FJ for analytic functionals or compactly supported proba- 
bility measures on R will be called the free (additive) convolution, abbreviated 
the m-convolution. 
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In this paper, we will restrict ourselves to compactly supported probability 
measures on R, and we will denote by 9 the class of all such measures. Let us 
recall some basic facts on H-convolution in 9 (see, e.g., [16], 117-j). For given 
p E P, one constructs first the Cauchy transform 

which is called the G-series of p and it is analytic at co and G,([)-l/l 
is bounded for large. Thus there exists a meromorphic function K,(z) 
with single pole at 0, such that G, ( K ,  (2)) = z in a neighborhood of 0. Then one 
can have the analytic function in a neighborhood of 0, R, (2) = K, (z ) -  l/z, 
which we call the R-transform of p. It was shown in [16] that 
RplHp2  (2) = R,, (z)+ R,, (2) for pi, p2 E 9, which means that the R-transform is 
the analogue of the logarithm of the Fourier transform, because it makes 
m-convolution linearize. 

Next we will recall the measure induced from the sequence of polynomials 
generated by the following constant recursion formula: 

where u and a are real numbers, and b and c are positive numbers. 
It is shown in [8] that there exists a unique compactly supported positive 

measure v on R, up to constant multiplication, such that 1, P, ( t )  P ,  ( t )  dv (t) > 0 
if k = m, and is 0 otherwise. In [7], Cohen and Trenholme calcuIated the 
measure v explicitly, for which the sequence of polynomials {Pm(X)) is or- 
thogonal, by applying the translation theorem of Christoffel in the case of 
Chebyshev polynomials. We call such a measure the induced measure by the 
(P,). The normalization for an induced measure, given by Cohen and Tren- 
holme, however, is not one for the probability measure. Here we should note 
that there is an error in [7] that we have to either multiply by c on the continu- 
ous part or divide by c on the discrete part in their original result (Theorem 3 
of [fl). By normalizing their measure, we can obtain the induced probability 
measure as in the next theorem. 

THEOREM 2.1. Assume that {P,}  satisfies the constant recursion formula (*). 
Let 

f ( t )  = (1 -c ) ( t -a )2+(c -2 ) (a -a ) ( t -a )+(u-a)2+b~2 .  

Then the Lebesgue absoIuteEy continuous part ,uc of the probability measure 
,u induced by the {P,) is given by 

I1 - PAMS 21.1 
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and the discrete part p~ is 0 except possibly in the following cases: 
CASE 1. f (t) has two real roots y,  # y,. Then 

where 

CASE 2. c = 1 and a 4 a so that f (t) has one root y = or +b/(a - a). Then 

where dt denotes Lebesgue measure, 6, means Dirac unit mass at x, and is the 
indicator function fur the interval I. Here we adopt the notation (r) + = (r + lrt)/2. 

We shall denote by %' (c 9) the class of all such induced probability 
measures. Of course, it is clear that the class 5f is parametrized by or, a E R and 
b,  c > 0. 

The next lemma can be obtained by direct calculations, which will help us 
with the calculation of G,(() for in V. 

LEMMA 2.2. Let f (t) be as in Theorem 2.1. Assume that f (t) has two real 
roots y1 < y2. Then the following equalities hold: 

where sign(x)= 1 i f x  2 0  and sign($= -1 i f x < O .  

PROPOSITION 2.3. The G-series ofthe probability measure p in Theorem 2.1 
is given by 

where the branch of the analytic square root should be determined by the con- 
dition that Im ( > O=.ImG([) < 0. 

Proof. Since G,(c) is given as the Cauchy transform of p, it is enough to 
check that G, (0 yields the probability measure p by using the Stieltjes inver- 
sion formula [23 because p is compactly supported on R. The Stieltjes inversion 
formula says that p has point masses where G, (0 has poles on R and the mass 
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at each point equals the residue there, and p is absolutely continuous with 
respect to Lebesgue measure where G,([) has a non-zero imaginary part on the 
real axis with the density 

1 -- lim Im G , ( t + i ~ ) .  
R e++O 

In our case, it is easily seen that p is absolutely continuous on the interval 
[a - 2 $, a + 2 $1 with the density 

Now we shall see the discrete part of the measure p. That-is, we should 
find the real roots off (0 and compute the residue of G,(n there. 

If c > I, it is easy to see that f (0 always has two real roots, say y ,  < y2 ,  

and the inclusion [a - 2 &, a + 2 $1 = [yl, y2]  holds by the concavity of 
f and the inequalities f (a) > 0 and lyi -a] > 2 f i  ( i  = 1, 2). In this w e ,  G, (0 
has the simple poles at y, and y2. Taking care of the choice of the branches of 
the analytic square root in G,(c), it follows with the help of Lemma 2.2 that 

If c = 1, then 

and, in addition, if or # a, G, (5) has a simple pole at y = a +  b/(a- a). The 
residue at y is calculated as 
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7 - ((cr - a) - b/(u - a)) + l(a - a) - b/(m - a)] 
2(a-a)  

If ol = a, then f (0 = b > 0 is constant and it has no zero-point on R. 
In the case where 0 < c < 1, if (a-a)' > 4 b  (1 - c), then f (5) has two real 

roots, say y ,  < y,, and [a-  2 ,,h, a+2 $1 ln [ y , ,  y2] = 0 follows from the 
convexity of f and the inequalities f (a) r 0 and lyi -a1 > 2 f i  (i = 1, 2). The 
computation of the residue at each simple pole is the same as in the case of 
c > 1, but the differences are in the choice of the branches, and in the signature 
of Cy, -a). So we would like to omit the details. Moreover, if (a. - a)' = 4b (1 -c), 
then f (0 has one real root 

of multiplicity two. However, it can be seen that 

where + depends on the choice of the branches. In our situation, this signature 
is given by sign (a-a). Thus there is no point mass at y. If (a -a)2 < 4b (1 - c), 
then f (5 )  does not have real root any longer. 

Summing up the above arguments, it follows that the discrete part of the 
probability measure p might be given as one in Theorem 2.1. ra 

PROPOSITION 2.4. The R-transform of the probability measure p in Theo- 
rem 2.1 for c = 1 is given by 

and fir c + 1 by 

where the analytic square root is chosen as lirn,,,R,(z) = a. 

P r  o of. In order to obtain R, (C), it will be required to invert the function 
G,(C), that is, to solve the equation z = G,(i) in C. By a direct calculation, we 
see that z = G, (5) yields the following equation in c: Ai2 + B [ +  C = 0, where 
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Hence, if c = 1, then we have 

and 

In the case where c # 1, the equation is quadratic. Put D = B2 -4AC; 
then - 

I D = e2z2(((a-a)z-l)Z-4b(1-c)z2). 

Thus we obtain 

and 

- { ( a - 0 1 ) ~ - 1 ) + ~ { ( a - u ) z - 1 ) ~ - 4 b ( l - c ) z ~  
l -c  22 

Here the analytic square root should be chosen as lim,,,R,(z) = a. s 

Remark 2.5. It follows from the expression of the R-transform that, in 
the case where c = 1, the probability measure induced from the orthogonal 
polynomials is the (shifted) free Poisson with 

and is the semicircle law with 

3. The i a t e  divisibility and the free negative binomial distributions. The 
inhnitely divisible measures with respect to the free additive convolution in 
9 were described in [16], and the characterization of its R-transform was given 
in [4] as the free analogue of the LCvy-HinEin formula (see also [lo]). We start 
with reviewing the results. 

D E ~ T I O N  3.1. A measure p ~ 9  is said to be m-infinitely divisible if for 
every natural number n there exists a measure p , ~ 9  such that 

~ = p n W  ... Bpn. 
" 

n limes 
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The following results are from [4] and [17] (see also 151 and [lo]): 
A measure PEP is a-infinitely divisible if and only if its R-transform 

R,(z) has analytic continuation to a neighborhood of (C\R) u {0), such that 
Im R,(z) 2 0 for Imz > 0. Furthermore, let ~ € 9 '  be H-infinitely divisibIe with 
R-transform R,(z). Then R,(z) can be represented in the integral as 

z 
R, (z) = J - dv (t) + rc 

.I-tz 

for all z E (C\R) u (01, where the constant IC and the positive measure v are 
obtained as foIIows. Let (p, I E > 0) c 5' be the semigroup such that 
Rh(z) = E R ~ ~ Z ) .  Then the measure v is the weak limit as E 0 of the positive 
measure v, defined by v, (t) = (I/&) t2 dpe (t), and 

K = lim (l/c) j tdp, (t). 
e - 0  R 

It was explained in [17] why the above integral representation of R-transform 
is an analogue of the usual Lkvy-Hikin formula. We can also find it in Sec- 
tion 6 of [10], The positive measure v obtained by the above limiting procedure 
is called the LLvy-HinEin masure. Using the above characterization, we obtain 
the following theorem: 

THEOREM 3.2. Assume that the sequence of polynomials (P,] is generated 
from the constant recursion formula (*). LRt p be the probability measure induced 
by the (P,). Then we h u e  the following: 

(1) If c > I ,  then the probability measure p is not B-infinitely divisible. 
(2) If 0 < c < 1, then the probability measure p is H-in$niteIy divisible and 

the free analogue of the Ltvy-HinCin representation can be given as 

with the L&vy-Hintin measure v such that 

if c = l ,  
dv ( t )  = 

4 b ( l - c ) - { t - ( a - ~ ) ) ~ d t  if 0 < c < 1 ,  

where dt denotes Lebesgue measure and 6, means Dirac unit mass at x. 

P r o  of. In the case where c > 1, the R-transform of p is given by the lower 
case in Proposition 2.4 and it could not be analytic on (C\R) u (0) because the 
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inside of the square root ({(a- a) z- 1)'-4b (I -c) z2) has the roots 

which lie in (C\R) u (0). 
If c = 1, then it is clear that the R-transform has the integral represen- 

tation with the Lbvy-Hinein measure dv( t )  = bS,-, and with the constant a. 
In the case where 0 < c < 1, the R-transform of p is also given by the 

lower case in Proposition 2.4 and it is not dXicult to see that the R-transform 
can be continued analytically to a neighborhood of (C\R)u (01, so that 
Im R, (2)  2 0 for Im z > 0 because R, ( z )  has the singularitias only on R\{O). 

For E > 0, let p, be a compactly supported probability. measure with 
R,&(z) = E R ~  (2). Then we can find the parameters a,, a,, b,, and c, satisfying the 
equation 

that is, p, E V with the parameters a,, a,, b,, and c,. Indeed, we obtain 

dl, = EM, 

Note that 0 < c, < 1 for all E > 0. Applying Theorem 2.1 we have the proba- 
bility measure p, explicitly and the Gvy-HinEin measure v can be obtained as 
the weak limit 

which is positive and absolutely continuous with respect to Lebesgue measure 
with the density 

It is clear that 

Remark 3.3, Using the well-known formula 

dt = z -  J22_1 , for ZEC\ [ - I ,  I], 

where we have to take the suitable branch of the square root, we can prove (2) 
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of Theorem 3.2 without much difficulty in computing directly the integral 
1, [ z / ( l  - tz)]dv(t)  with given Lbvy-Ninein measure. The reason why we have 
adopted the above proof is that we would like to make the property of the 
probability measure p, clearer. Actually, it can be seen from the above prod 
that for 0 < c < 1 (respectively, c = 1) the induced probabiIity measure p is 
itself infinitely divisible in the subclass V for which 0 < c < 1 (respectively, 
c = 1). 

EXAMPLE 3.4 (The free binomial distribution BJ In, p)). The free analogue 
of the binomid distribution B (n, p) has been introduced a s  the n-fold B- 
-convolution ((1 - p )  a0 + p61)m" of the Bernoulli distribution, the R-transform 
of which is 

where 0 < p < 1 and n 2 2 (see, for instance, [3], [4], [17]), It is easy to verify 
that the distribution BI(n,  p) is in the class V with parameters 

This is in the case of c = n/(n - 1) > I. Hence B,(n, p) is not El-infinitely di- 
visible. 

In the usual probability theory, it is well known that the characteristic 
function of the binomial distribution B(n, p) can be given as ((1 -p)+pei t )".  
Another interesting feature of the discrete distribution in the usual probability 
theory is the negative binomial distribution (the Polya distribution) NB (A, p), 
the probability function of which is 

and we consider 

The characteristic function of the negative binomial distribution NB (A, p) can 
be given as 

which could be derived from that of the binomial distribution by putting there- 
in ( - A )  for n and (1 - l / p )  for p (see, for instance, [9]). 
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From this point of view, it is natural to define the free analogue of the 
negative binomial distribution in terms of the R-transform by putting (-A) for 
n and (1 - l/p) far p in the R-transform of the free binomial distribution. 

D E E ~ T I O N  3.5. The probability measure ,UE 9 is said to be thefiee nega- 
t ive binomid distribution of parameters A > 0 and 0 < p < 1 if its R-transform 
can be written in the form. 

and we denote such a distribution by NB, (I, pj. 

EXAMPLE 3.6. The free negative binomial distribution NBj(j l ,  pj is in the 
class V with parameters 

This is in the case of 0 < c = A/(*+ 1) < 1. Thus N B f ( ; l ,  p )  is m-infinitely 
divisible, wbich is consistent with the commutative case that the negative bino- 
mial distribution is infinitely divisible with respect to the usual convolution. 

It is easy to venfy that the probability measure of the free negative bino- 
mial distribution can be given as 

where 

Finally, we mention here that it is naturaI to regard NBf (I, p) as the fiee 
geometric distribution of parameter 0 < p < 1. 
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