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Abstract. We prove the intrinsic ultracontractivity for semigroups
generated by a large class of symmetric Lévy processes killed on exiting
a bounded and connected Lipschitz set under some conditions about the
behavior of the Lévy measure in the neighborhood of the origin.
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1. INTRODUCTION

Intrinsic ultracontractivity was introduced by Davies and Simon in [4] and it
has been studied extensively in recent years in the case of the symmetric diffusions
(see e.g. [4] and [1]) and the symmetric α-stable process (see e.g. [2] and [7]).
The concept of the intrinsic ultracontractivity for non-symmetric semigroups was
introduced in [6].

If the Lévy measure of a symmetric Lévy process Xt is positive for any trun-
cated cone with vertex at 0 (see (2.5)) and the transition density of the process
Xt satisfies some regularity conditions, we prove the intrinsic ultracontractivity
for semigroups generated by the killed process on exiting a bounded connected
Lipschitz open set. Assuming additionally that the Lévy measure is positive for
any open ball we show that the semigroup is intrinsically ultracontractive for any
bounded open set. Our approach is based on ideas developed in [7].

The paper is organized in the following way. In Section 2 we recall some def-
initions and prove facts about continuity and strict positivity of a transition density
of the process killed on exiting a bounded open set. In Section 3 we prove the
intrinsic ultracontractivity.

∗ Research partially supported by KBN Grant 1 P03A 020 28 and RTH Harmonic Analysis and
Related Problems contract HPRN-CT-2001-00273-HARP.
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2. PRELIMINARIES

In Rd, d > 1, we consider a symmetric Lévy process Xt (for definition see
e.g. [8]). By ν we denote its Lévy measure which is assumed not to be zero. We
also assume that the transition densities of Xt, which we denote by p(t, x, y) =
p(t, x − y), exist and are continuous for every t > 0. In addition, we assume that
for any δ > 0 there exists a constant c = c(δ) such that p(t, x) 6 c for t > 0 and
|x| > δ.

The notation C = C(α, β, γ, . . . ) means that the constant C depends on
α, β, γ, . . . Values of constants may usually change from line to line, but they
are always strictly positive and finite.

Denote an open ball of radius r > 0 centered at x ∈ Rd by B(x, r) and define
it as follows: B(x, r) = {y ∈ Rd : |x − y| < r}. By B(x, r) we denote a closed
ball, that is B(x, r) = {y ∈ Rd : |x− y| 6 r}. For a bounded nonempty open set
D we define:

τD = inf{t > 0 : Xt /∈ D} and ηD = inf{t > 0 : Xt /∈ D}.
Next, we investigate the boundedness of the first moment of τD.

LEMMA 2.1. For any bounded open set D there exists a constant C = C(D)
such that

sup
x∈Rd

ExτD 6 C.

P r o o f. The proof of this lemma follows by the same arguments as in the
classical case for the Brownian motion (see e.g. the proof of Theorem 1.17 in [3]).
The argument therein requires the existence of t0 > 0 such that

sup
x∈Rd

P x(Xt0 ∈ D) < 1.

The process is non-zero, and hence one can find y ∈Rd, y 6= 0, such that the
real-valued process 〈y,Xt〉 is a non-zero Lévy process. Since D is bounded, we
can find r such that D ⊂ {z ∈ Rd : |〈y, z〉| ¬ r}. Hence, by Lemma 48.3 in [8],
one can obtain

sup
x∈Rd

P x(Xt ∈ D) ¬ sup
x∈Rd

P x(|〈y,Xt〉| ¬ r) = O(t−1/2), t→∞. ¥

In order to study the killed process on exiting of D we construct its transition
densities by the classical formula

pD(t, x, y) = p(t, x, y)− rD(t, x, y),

where
rD(t, x, y) = Ex[t > τD; p(t− τD, XτD , y)].
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The arguments used for the Brownian motion (see e.g. the proof of Theorem 2.4
in [3]) will prevail in our case and one can easily show that pD(t, x, y), t > 0,
satisfy the Chapman–Kolmogorov equation (semigroup property). Moreover, the
transition density pD(t, x, y) is a symmetric function (x, y) a.s. Using the above
assumptions on the transition densities of the (free) process one can actually show
that pD(t, x, ·) and pD(t, ·, x) can be chosen as continuous functions on D. The
semigroup generated by the process Xt killed on exiting of D will be denoted by
{PD

t }t>0. We define the Green function of D by GD(x, y) =
∫∞

0
pD(t, x, y)dt.

Now, we recall the Ikeda–Watanabe formula [5]. Assume D is a bounded
nonempty open set and E is a Borel set such that dist(D,E) > 0. Then we have

(2.1) P x(XτD ∈ E) =
∫
D

GD(x, y)ν(E − y)dy.

Notice that the equation (2.1) is true for any open set E ⊂ Dc (it can even happen
that dist(D, E) = 0).
{PD

t }t>0 is a strongly continuous semigroup of contractions on L2(D). Be-
cause pD(t, x, y) is symmetric a.e., the operator PD

t is selfadjoint. For D bounded
we infer from continuity of p(t, ·) that

(2.2) pD(t, x, y) 6 p(t, x− y) 6 sup
x∈B(0,diam(D))

p(t, x) = C1(t,D).

Therefore PD
t is a Hilbert–Schmidt operator, hence it is also compact. So, it is

well known that there exists an orthonormal basis of real-valued eigenfunctions
{ϕn}∞n=1 with corresponding eigenvalues {exp(−λnt)}∞n=1 satisfying 0 < λ1 6
λ2 6 λ3 6 . . ., where all ϕn are continuous.

Since pD(t, x, ·) ∈ L2(D), we can represent this function as

pD(t, x, ·) =
∞∑

n=1

〈pD(t, x, ·), ϕn〉ϕn.

But 〈pD(t, x, ·), ϕn〉 = PD
t ϕn(x) = exp(−λnt)ϕn(x), so

(2.3) pD(t, x, y) =
∞∑

n=1

exp(−λnt)ϕn(x)ϕn(y).

Notice that ϕn is bounded. Indeed, by the Schwarz inequality we have

|ϕn|(x) 6 exp(λnt)
∫
D

|ϕn|(y)pD(t, x, y)dy

6 exp(λnt)C1(t,D)
∫
D

|ϕn|(y)dy 6 exp(λnt)C1(t,D)|D|1/2,

(2.4)

where C1(t,D) is a constant from (2.2). Now, let us observe that the series from
(2.3) is uniformly convergent on D×D. Applying (2.4) for t/3 instead of t we have

exp(−λnt)|ϕn(x)ϕn(y)| 6 exp(−λnt)
(
exp(λnt/3)C1(t/3, D)|D|1/2

)2

= C1(t/3, D)2|D| exp(−λnt/3).
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Next,

∞∑

n=1

exp(−λnt/3) =
∞∑

n=1

exp(−λnt/3)
∫
D

ϕn(x)2dx

=
∫
D

pD(t/3, x, x)dx 6 C1(t/3, D)|D|.

Hence, we get pD(t, ·, ·) ∈ C(D×D). Therefore pD(t, x, y) = pD(t, y, x) for any
t > 0 and x, y ∈ D.

Denote the unit sphere inRd by S. Let x ∈ S; then by Γγ(x) we denote a cone
with vertex at 0 and the aperture 2γ, the axis of which goes through the point x,
that is, Γγ(x) = {y ∈ Rd : 〈x, y〉 > |y| cos γ}. For d = 1 we have Γγ(1) = (0,∞)
and Γγ(−1) = (−∞, 0) for any γ ∈ (0, π). Let A(ρ, r) = B(0, r) \B(0, ρ).

Now, we state our basic conditions on the Lévy measure ν of the process Xt:
(A1) For every x ∈ S, γ ∈ (0, π/2] and r > 0,

(2.5) ν
(
Γγ(x) ∩B(0, r)

)
> 0.

(A2) For every x ∈ Rd and r > 0,

(2.6) ν
(
B(x, r)

)
> 0.

Observe that (A2) implies (A1).
Now, we show that pD(t, ·, ·) is strictly positive on D×D if D is a connected

open bounded set or, if the condition (A2) holds, for any bounded open set D. To
prove it we use the following proposition (see e.g. [4]).

PROPOSITION 2.1. Let D be a bounded open set and F ⊂ D. Then the Green
function GD(·, ·) is strictly positive on F×F iff pD(t, ·, ·) is strictly positive on
F×F for any t > 0.

If GD(·, ·) is strictly positive on D×D, then ϕ1(·) is strictly positive on D and
λ1 < λ2. This follows from Jentzsch’s theorem (see [9]).

PROPOSITION 2.2. The transition density pD(t·, ·), t > 0, is strictly positive
on D×D in the following cases:

(i) D is a bounded connected open set.
(ii) D is a bounded open set and (A2) holds.

P r o o f. Let D be a bounded connected open set. First, let us observe that for
any x ∈ D we have pD(t, x, x) > 0. Indeed,

pD(t, x, x) =
∫
D

pD(t/2, x, y)pD(t/2, y, x)dy =
∫
D

p2
D(t/2, x, y)dy

>
( ∫

D

pD(t/2, x, y)dy
)2

/|D| = (
P x(τD > t/2)

)2
/|D| > 0



Intrinsic ultracontractivity for Lévy processes 95

for t 6 t0(x) (it is a consequence of the right-continuity of paths). Hence, from the
formula (2.3) we conclude the strict positivity of pD(t, x, x) for all t > 0.

Let K ⊂ D be a compact connected set. By continuity of pD(t, ·, ·) we infer
that for any x ∈ K there is a radius rx such that

pD(t, z, y) > 0 for z, y ∈ B(x, 2rx).

Since K is compact, there are x1, . . . , xk ∈ K such that K ⊂ ⋃k
i=1 B(xk, rxk

).
Now, we use the fact that K is connected to imply from the Chapman–Kolmogorov
equation that pD(kt, x, y)>0 for any x, y∈K. Hence, by the Chapman–Kolmo-
gorov equation, we have pD(s, x, y)>0 for s>kt and x, y∈K, so GD(x, y) > 0
for x, y∈K. By Proposition 2.1 we obtain pD(t, ·, ·) > 0 on K × K for t > 0.
This implies that pD(t, ·, ·) is strictly positive on D×D for any t > 0.

Next, we prove the second part of the proposition. Let x 6= y ∈ D. Then there
is a radius r such that B(x, 2r), B(y, 2r) ⊂ D and B(x, 2r) ∩ B(y, 2r) = ∅. By
the continuity and strict positivity of pB(x,(3/2)r)(t, ·, ·) we infer that there exists
a constant c1 = c1(r) such that

c1 6
∞∫
0

inf
z∈B(x,r)

pB(x,(3/2)r)(t, x, z)dt 6 inf
z∈B(x,r)

GB(x,(3/2)r)(x, z)

6 inf
z∈B(x,r)

GD(x, z).

Since GD(x, ·) is a harmonic function on B(y, 2r), that is, it has the mean value
property:

GD(x, z) = EzGD

(
x,X(τU )

)
for any open set U such that U ⊂ B(y, 2r),

by the Ikeda–Watanabe formula (2.1) we get

GD(x, y) = EyGD(x,XτB(y,(3/2)r)
)

> Ey{XτB(y,(3/2)r)
∈ B(x, r);GD(x,XτB(y,(3/2)r)

)}
> c1P

y
(
XτB(y,(3/2)r)

∈ B(x, r)
)

= c1

∫
B(y,(3/2)r)

GB(y,(3/2)r)(y, w)ν
(
B(x, r)− w

)
dw

> c2
1

∫
B(y,r)

ν
(
B(x− w, r)

)
dw > 0.

Hence, by Proposition 2.1, the transition density is strictly positive. ¥

LEMMA 2.2. Let D be a bounded open set. Then for any x ∈ D and t > 0
we have

pD(t, x, y) 6 C(t,D)ExτDEyτD.
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P r o o f. By the Chapman–Kolmogorov equation we obtain for t > 0

pD(t, x, y) =
∫
D

pD(t/2, x, z)pD(t/2, z, y)dz 6 C1(t/2, D)P x(τD > t/2),

where C1 is a constant from (2.2). Applying again the Chapman–Kolmogorov
equation together with the above inequality we get

pD(t, x, y) 6 cP x(τD > t/4)
∫
D

pD(t/2, z, y)dz = cP x(τD > t/4)P y(τD > t/2).

The application of Chebyshev’s inequality completes the proof. ¥

In the next three lemmas we prove some properties of the Lévy measure, which
are essential for the proofs in the next section.

LEMMA 2.3. Suppose that (A1) holds. Then for every r > 0 and γ ∈ (0, π/4]
there is a constant ρ0 = ρ(r, γ) > 0 such that

inf
x,y∈S

ν
((

Γγ(x) + ρy
) ∩B(0, r)

)
> 0 for ρ 6 ρ0.

P r o o f. We fix r > 0 and γ ∈ (0, π/4].
First, we show that there exists a radius ρ1 such that

(2.7) inf
x∈S

ν
(
Γγ(x) ∩A(ρ1, r)

)
> 0.

We consider an open cover of the unit sphere {Γγ/2(x) ∩ S}x∈S . By compact-
ness of S there are x1, x2, . . . , xk such that S ⊂ Γγ/2(x1) ∪ . . . ∪ Γγ/2(xk). As
a consequence of (2.5) there exists ρ̃i = ρ̃i(r, γ) satisfying

ν
(
Γγ/2(xi) ∩A(ρ̃i, r)

)
> 0, 1 6 i 6 k.

Let us put

ρ1 = min
i

ρ̃i > 0 and c = min
i

ν
(
Γγ/2(xi) ∩A(ρ1, r)

)
> 0.

For any x ∈ S, there exists a number i such that x∈ Γγ/2(xi). Then we have
Γγ/2(xi) ⊂ Γγ(x). Therefore

ν
(
Γγ(x) ∩A(ρ1, r)

)
> c,

and (2.7) is proved.
Next, observe that for ρ2 = ρ1/2 we have, for any x ∈ S,

Γγ(x) ∩A(ρ1, r) ⊂
(
Γ2γ(x) + ρ2x

) ∩A(ρ1, r).
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This implies
inf
x∈S

ν
((

Γ2γ(x) + ρ2x
) ∩B(0, r)

)
> 0.

Let us observe that B(x/ sin 2γ, 1) ⊂ Γ2γ(x). Therefore for ρ 6 ρ0 such that
ρ0 = ρ2 sin 2γ we have

Γ2γ(x) + ρ2x ⊂ Γ2γ(x) +
ρ

sin 2γ
x ⊂ Γ2γ(x) + ρy.

Hence
inf

x,y∈S
ν
((

Γ2γ(x) + ρy
) ∩B(0, r)

)
> 0. ¥

The proof of the following remark is omitted, because it is an easy conse-
quence of Lemma 2.3 and the proof of the second part of Proposition 2.2.

REMARK 2.1. Suppose that (A1) holds and d = 1. Then for x0 ∈ (a, b) there
exists a radius r = r(x0, ν) such that

p(a,b)\[x0−r,x0+r](x, y) > 0 for x, y ∈ (a, b) \ [x0 − r, x0 + r].

By δD(x) we denote a distance between a point x and the boundary of D, that
is δD(x) = dist({x}, ∂D). For ρ > 0 we define Dρ = {x ∈ D : δD(x)  ρ}.

LEMMA 2.4. Suppose that (A1) holds.
(i) If D is a bounded Lipschitz open set, then there exists ρ0 = ρ0(D) such

that for every ρ 6 ρ0

(2.8) inf
y∈D\Dρ

ν(Dρ − y) > 0.

(ii) For r > 0 there is ρ = ρ(r) such that

(2.9) inf
r¬|y|¬r+ρ

ν
(
B(y, r − ρ)

)
> 0,

(2.10) inf
r−ρ¬|y|¬r

ν
(
B(y, r)c

)
> 0.

P r o o f. Let us observe that it is enough to prove (2.8) for some ρ0 >0, be-
cause then for ρ 6 ρ0 this is true as well.

Since D is a bounded Lipschitz open set, there are constants γ = γ(D) <
π/4 and R0 = R0(D) such that, for any Q ∈ ∂D, there exists x∈S such that
a cone Γγ(x) satisfies

(
Γγ(x) + Q

) ∩B(Q,R0) ⊂ D. By Lemma 2.3 there exists
0 < ρ1 < R0/4 such that, for ρ 6 ρ1(1 + sin γ)/ sin γ,

(2.11) inf
x,z∈S

ν
((

Γγ(x) + ρz
) ∩B(0, R0/2)

)
> 0.
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Let y ∈ D \Dρ1 and Q ∈ ∂D so that δD(y) = |y −Q|. Then we have
(
Γγ(x) + Q + xρ1/sin γ

) ∩B(y, R0/2) ⊂ Dρ1 ,

because B(y, R0/2) ⊂ B
(
Q, 3

4 R0

)
. That is,

(2.12) ν(Dρ1 − y) > ν
((

Γγ(x) + ρ2z
) ∩B(0, R0/2)

)
,

where
z =

(
Q− y + (ρ1/ sin γ)x

)
/|Q− y + (ρ1/ sin γ)x|

and
ρ2 = |Q− y + (ρ1/ sin γ)x| 6 ρ1(1 + 1/ sin γ).

This together with (2.12) and (2.11) implies

inf
y∈D\Dρ1

ν(Dρ1 − y) > 0.

Let r > 0. Then by Lemma 2.3 there is a constant ρ3 > 0 such that

inf
x∈S

ν
((

Γπ/4(x) + 2ρ3x
) ∩B(0, r)

)
> 0.

Notice that

{Γπ/4(y/|y|) + (|y|+ ρ3 − r)y/|y|} ∩B(0, r) ⊂ B(y, r − ρ3)

for r 6 |y| 6 r + ρ3 whereas for r − 2ρ3 6 |y| 6 r we have

{Γπ/4(−y/|y|)− (r − |y|)y/|y|} ∩B(0, r) ⊂ B(y, r)c.

Therefore (2.9) and (2.10) are proved. ¥

LEMMA 2.5. Suppose that (A2) holds. Then for any r, ρ > 0 we have

inf
x∈B(0,r)

ν
(
B(x, ρ)

)
> 0.

P r o o f. Suppose that infx∈B(0,r) ν
(
B(x, ρ)

)
= 0. Then there is a sequence

{xn}n>1 ⊂ B(0, r) such that

(2.13) lim
n→∞ ν

(
B(xn, ρ)

)
= 0.

Since B(0, r) is a compact set, we can assume that limn→∞ xn = y for some
y ∈ B(0, r). Hence for n large enough we have B(y, ρ/2) ⊂ B(xn, ρ). Con-
sequently, ν

(
B(xnk

, ρ)
)

> ν
(
B(y, ρ/2)

)
> 0 because (A2) holds. Thus we get

a contradiction to (2.13). ¥



Intrinsic ultracontractivity for Lévy processes 99

REMARK 2.2. Suppose that the Lévy measure satisfies the assumption of Lem-
ma 2.5. Then for any bounded open set D there is a ρ0 such that for ρ 6 ρ0

inf
y∈D\Dρ

ν(Dρ − y) > 0.

P r o o f. There exists ρ0 such that the set Dρ0 is nonempty. Let x0∈Dρ0 and
B(x0, ρ) ⊂ Dρ0 . Then

inf
y∈D\Dρ

ν(Dρ − y) > inf
|y−x0|6diam(D)

ν
(
B(x0 − y, ρ)

)
> 0

by Lemma 2.5. ¥

Now, we define, according to [4], the intrinsic ultracontractivity.

DEFINITION 2.1. The semigroup {PD
t }t>0 is said to be intrinsically ultra-

contractive if, for any t > 0, there exists a constant ct such that

pD(t, x, y) 6 ctϕ1(x)ϕ1(y), x, y ∈ D.

PROPOSITION 2.3. Let D be a bounded nonempty open set. If there is a con-
stant C such that ExτD 6 Cϕ1(x), x ∈ D, then {PD

t }t>0 is intrinsically ultra-
contractive.

P r o o f. Suppose that ExτD 6 Cϕ1(x). By Lemma 2.2 we have

pD(t, x, y) 6 CtE
xτDEyτD,

which completes the proof. ¥

Actually the condition ExτD 6 Cϕ1(x) is not necessary for the intrinsic
ultracontractivity and it is equivalent to the following lower bound for the Green
function.

PROPOSITION 2.4. Let D be a bounded open set and let GD(·, ·) be strictly
positive on D×D. There exists a constant C such that ExτD 6 Cϕ1(x), x ∈ D,
iff there is a constant c such that cExτDEyτD 6 GD(x, y), x, y ∈ D.

P r o o f. If ExτD 6 Cϕ1(x), {PD
t } is intrinsically ultracontractive. There-

fore Theorem 3.2 in [4] implies, for any t > 0,

ctϕ1(x)ϕ1(y) 6 pD(t, x, y)

for some constant ct. Hence

GD(x, y) =
∞∫
0

pD(t, x, y)dt

>
∞∫
0

ctϕ1(x)ϕ1(y)dt = cϕ1(x)ϕ1(y) > cC−2ExτDEyτD.
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If ExτDEyτD 6 cGD(x, y), we obtain

(2.14) ExτD

∫
D

ϕ1(y)EyτDdy 6 c
∫
D

GD(x, y)ϕ1(y)dy.

Next

∫
D

GD(x, y)ϕ1(y)dy =
∞∫
0

∫
D

pD(t, x, y)ϕ1(y)dydt(2.15)

=
∞∫
0

exp(−λ1t)ϕ1(x)dt = λ−1
1 ϕ1(x).

This combined with (2.14) implies ExτD 6 Cϕ1(x). ¥

3. MAIN RESULTS

First, we prove the intrinsic ultracontractivity for the semigroup {PD
t }t>0 gen-

erated by the symmetric Lévy process for which the Lévy measure satisfies the
conditions (A1) and (2.8).

Next, we use Lemma 2.4 and Remark 2.2 to get the intrinsic ultracontractiv-
ity in two cases: firstly when the Lévy measure satisfies (A1) and D is a bounded
Lipschitz set, and secondly when the Lévy measure satisfies (A2) without any re-
strictions on D.

The idea of proof of the main theorem and the notation are similar to that in
the paper [7]. Assume that the set D is bounded and open.

We fix x0 ∈ D and r > 0 such that B(x0, 2r) ⊂ D. We put K = B(x0, r),
L = B(x0, 2r), M = D\K and N = D\L. Define stopping times Sn and Tn:

S1 = 0,

Tn = Sn + ηM ◦ θSn ,

Sn = Tn−1 + ηL ◦ θTn−1 .

Recall that Dρ = {x∈D : δD(x)>ρ}. Now, we prove several lemmas needed
to follow the approach used in [7].

LEMMA 3.1. Let D be a connected bounded open set and let the Lévy measure
satisfy the condition (A1). Then for every ρ > 0 there is a constant c = c(D,x0, ρ)
such that for any x ∈ Dρ

P x
(
X(τM ) ∈ K

)
> c.

P r o o f. Observe that it is enough to consider x ∈ Dρ \B(x0, r).
By Lemma 2.4 we find ρ1 such that

(3.1) inf
r6|y|6r+ρ

ν
(
B(y, r − ρ)

)
= c1 > 0
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for any ρ 6 ρ1. Write J = D\B(x0, r − ρ). From the Ikeda–Watanabe formula
(2.1) we obtain

P x
(
X(τM ) ∈ K

)
> P x

(
X(τJ) ∈ B(x0, r − ρ)

)

=
∫
J

GJ(x, y)ν
(
B(x0, r − ρ)− y

)
dy

>
∫

Dρ\B(x0,r)

GJ(x, y)ν
(
B(x0 − y, r − ρ)

)
dy.

Notice that pJ(t, ·, ·) is a continuous and positive function on J×J (for d > 1 the
set J is open and connected and for d = 1 this is a consequence of Remark 2.1).
Moreover, the set

(
Dρ \B(x0, r)

)×(
Dρ \B(x0, r)

)
is a compact subset of J ×J ,

hence we obtain infx,y∈Dρ\B(x0,r) pJ(t, x, y) > 0. Consequently,

inf
x,y∈Dρ\B(x0,r)

GJ(x, y) >
∞∫
0

inf
x,y∈Dρ\B(x0,r)

pJ(t, x, y)dt = c2 > 0.

Therefore, by (3.1),

P x
(
X(τM ) ∈ K

)
> c2

∫
B(x0,r+ρ)\B(x0,r)

ν
(
B(x0 − y, r − ρ)

)
dy

> c2c1

∫
B(x0,r+ρ)\B(x0,r)

dy > 0.

Of course, for ρ > ρ1 we have Dρ ⊂ Dρ1 and the lemma is true in this case as
well. ¥

LEMMA 3.2. Let D be a connected bounded open set and let the Lévy measure
satisfy the conditions (A1) and (2.8). Then there exists a constant c = c(D, x0)
such that

P x
(
X(ηM ) ∈ K

)
> cExηM for all x ∈ Rd.

P r o o f. As a consequence of the condition (2.8) there exist ρ 6 r and
a constant c1 such that

(3.2) inf
y∈D\D2ρ

ν(D2ρ − y) = c1.

From Lemma 3.1 it follows that there is a constant c2 such that

(3.3) P x(XτM ∈ K) > c2 for x ∈ Dρ.

By Lemma 2.1
ExτM 6 c3
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for some constant c3. Taking c4 = c2/c3 we obtain

(3.4) P x(XτM ∈ K) > c4E
xτM for x ∈ Dρ.

Next, let x ∈ D\Dρ. Then from the strong Markov property and (3.4) we get

P x
(
X(τM ) ∈ K

)
= Ex

(
PX(τD\Dρ )(X(τM ) ∈ K

))
(3.5)

> c4E
x(EX(τD\Dρ )τM ) = c4(ExτM − ExτD\Dρ

).

Using (3.3) and the strong Markov property, we have

P x
(
X(τM ) ∈ K

)
= Ex

(
X(τD\Dρ

) ∈ Dρ, P
X(τD\Dρ )(X(τM ) ∈ K

))
(3.6)

> c2P
x
(
X(τD\Dρ

) ∈ Dρ

)
.

Next, by the Ikeda–Watanabe formula (2.1) and finally by (3.2) we get

P x
(
X(τD\Dρ

) ∈ Dρ

)
> P x

(
X(τD\Dρ

) ∈ int(Dρ)
)

(3.7)

=
∫

D\Dρ

GD\Dρ
(x, y)ν

(
int(Dρ)− y

)
dy

>
∫

D\Dρ

GD\Dρ
(x, y)ν(D2ρ − y)dy

> c1

∫
D\Dρ

GD\Dρ
(x, y)dy = c1E

xτD\Dρ
.

Combining (3.5), (3.6) and (3.7) we obtain

P x
(
X(τM ) ∈ K

)
=

(
1
2

+
1
2

)
P x

(
X(τM ) ∈ K

)

> c4

2
(ExτM −ExτD\Dρ

) +
c1c2

2
(ExτD\Dρ

)

> c4 ∧ c1c2

2
ExτM .

For x ∈ D \K, we have ExτM = ExηM , and the claim of the lemma for x ∈ Dc

is obvious, which completes the proof. ¥

We now apply the above lemma to a bounded and connected open Lipschitz
set D. By Lemma 2.4 the condition (2.8) holds if the Lévy measure satisfies (A1).
Hence we get P x

(
X(ηM ) ∈ K

)
> cExηM . Moreover, by Remark 2.2 we have

this inequality for any bounded connected open set if the Lévy measure satisfies
(A2). However, if (A2) holds, we can relax the connectedness assumption.

LEMMA 3.3. Let D be a bounded open set. Suppose that (A2) holds. Then

P x
(
X(ηM ) ∈ K

)
> cExηM , x ∈ Rd.
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P r o o f. Let x ∈M . By the Ikeda–Watanabe formula (2.1) we get

P x
(
X(τM ) ∈ K

)
> P x

(
X(τM ) ∈ B(x0, r)

)

=
∫
M

GM (x, y)ν
(
B(x0, r)− y

)
dy

> inf
|y|6diam(D)

ν
(
B(y, r)

) ∫
M

GM (x, y)dy = cExτM ,

where the constant c exists by Lemma 2.5. ¥

LEMMA 3.4. Suppose that D is a bounded open set and the Lévy measure
satisfies the condition (A1). Then for all x ∈ Rd there exists a random variable Z
such that for all n > Z we have Tn = ηD almost surely P x.

P r o o f. By the Borel–Cantelli lemma it is enough to show that there exists
a constant β < 1 such that

(3.8) P x(Tn < ηD) 6 βn−1 for all x ∈ Rd and n > 1.

Let us write r0 = diam(D). By Lemma 2.4, we find 0 < ρ 6 r0 − 3
2r such

that

(3.9) inf
r0−ρ¬|y|¬r0

ν
(
B(y, r0)c

)
> c1

for some constant c1. Let A = B(x0, r0) \ K. Then, for d>1, the set A is con-
nected. Moreover, the set B(x0, r0 − ρ/2)\B(x0, 2r) is compact, so there exists
a constant c2 such that

inf
x,y∈B(x0,r0−ρ/2)\B(x0,2r)

GA(x, y) = c2.

The above equation is true for d = 1 as well – in this case we use Remark 2.1.
From the Ikeda–Watanabe formula (2.1) and (3.9) we obtain for x ∈ N

P x
(
X(ηM ) ∈ Dc

)
> P x

(
X(τA) ∈ B(x0, r0)c

)

>
∫

B(x0,r0−ρ/2)\B(x0,2r)

GA(x, y)ν
(
B(x0 − y, r0)c

)
dy

> c1c2

∫
B(0,r0−ρ/2)\B(0,r0−ρ)

dy

= 1− β > 0.
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Consequently, for any x ∈ Rd and n > 1, we get

P x(Tn < ηD, Tn+1 = ηD)
= P x(Tn < ηD, Sn+1 = ηD)

+ P x
(
Tn < ηD, Sn+1 < ηD, X(Tn+1) ∈ Dc

)

= P x(Tn < ηD, Sn+1 = ηD)

+ P x
(
Tn < ηD, X(Sn+1) ∈ N,X(ηM ) ◦ θSn+1 ∈ Dc

)

= P x(Tn < ηD, Sn+1 = ηD)

+ Ex
(
Tn < ηD, X(Sn+1) ∈ N,PX(Sn+1)

(
X(ηM ) ∈ Dc

))

> (1− β)P x(Tn < ηD, Sn+1 = ηD)
+ (1− β)P x(Tn < ηD, Sn+1 < ηD)

= (1− β)P x(Tn < ηD).

Finally, we obtain

P x(Tn+1 < ηD) = P x(Tn < ηD)− P x(Tn < ηD, Tn+1 = ηD)
6 P x(Tn < ηD)− (1− β)P x(Tn < ηD)
= βP x(Tn < ηD).

This proves (3.8), and hence the lemma. ¥

The following lemma is crucial for the proof of the main result.

PROPOSITION 3.1. Let D be a bounded open set and let H be a nonempty
open subset of D. Suppose that (A2) holds or D is connected and the Lévy measure
satisfies the conditions (A1) and (2.8). Then there is c = c(H) such that

Ex
τD∫
0

1H(Xt)dt > cExτD.

P r o o f. If the set D is connected and the Lévy measure satisfies (A1) and
(2.8), then these conditions cover the assumptions of Lemmas 3.2 and 3.4. These
lemmas allow us to repeat the proof of Theorem 8 in [7] to get the proposition.

When (A2) holds, we use Lemmas 3.3 and 3.4 to complete the proof. ¥

The following lemma have already appeared in [7] under some additional as-
sumptions; we provide the proof for reader’s convenience.

LEMMA 3.5. Let D be a bounded open set. Suppose that (A2) holds or D is
connected and the Lévy measure satisfies the conditions (A1) and (2.8). Then there
exists a constant C such that

ExτD 6 Cϕ1(x) for all x ∈ D.
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P r o o f. We have, for all t > 0,

exp(−λ1t)ϕ1(x) =
∫
D

pD(t, x, y)ϕ1(y)dy.

Integrating with respect to dt we get

ϕ1(x) = λ1

∫
D

GD(x, y)ϕ1(y)dy.

Since ϕ1 is continuous and positive by Proposition 2.2, it follows that there is
a constant ε > 0 such that the set H = {x : ϕ1(x) > ε} is nonempty and open.
By Proposition 3.1 we have

ExτD 6 c−1
∫
H

GD(x, y)dy 6 (cε)−1
∫
H

GD(x, y)ϕ1(y)dy

6 (cε)−1
∫
D

GD(x, y)ϕ1(y)dy = (cελ1)−1ϕ1(x). ¥

Now we prove our main theorem.

THEOREM 3.1. Let D be a bounded open set. The semigroup {PD
t } is intrin-

sically ultracontractive in the following two cases:
(a) The Lévy measure satisfies (A1) and D is a connected Lipschitz set.
(b) The Lévy measure satisfies (A2).

P r o o f. Suppose that D is a connected Lipschitz set and the Lévy measure
satisfies (A1). Then (2.8) holds by Lemma 2.4, so Lemma 3.5 implies that

ExτD 6 cϕ1(x).

Applying Proposition 2.3 we get the intrinsic ultracontractivity in this case.
Now, assume that (A2) holds. Then using Lemma 3.5 and Proposition 2.3 we

complete the proof. ¥

Finally, Proposition 2.4 yields the following theorem.

THEOREM 3.2. Let D be a bounded open set. If the Lévy measure satisfies
(A1) and D is a connected Lipschitz set or if the Lévy measure satisfies (A2), then
there exists a constant c = c(D, ν) such that

cExτDEyτD 6 GD(x, y) for x, y ∈ D.
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[8] K. Sato, Lévy Processes and Infinitely Divisible Distributions, Cambridge University Press,
Cambridge 1999.

[9] H. H. Schaefer, Banach Lattices and Positive Operators, Springer, New York 1974.

Wrocław University of Technology
Wybrzeże Wyspiańskiego 27
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