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Abstract. In this article we give a characterization of a-modified Pois-
son distributions extending Chatterji’s result. Moreover, we consider the
a-modified Poisson distributions of type j which are known as Delaporte
distributions.
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1. INTRODUCTION

There is an extensive literature on characterizations of the Poisson distribution.
Feller [5] pointed out that if X and Y are independent Poisson random variables,
then the conditional distribution of X given X + Y is binomial. More precisely, if
X and Y are independent random variables and

LN

k
T Y~ P, PIY =k =etls

k!’
k=0,1,2,...; A>0, u>0,

X~P()), PX=k=e

then foreach ¢ > 0
t
PX=EkX+Y =t= <k>pk(1 —p)F 0< k<,

with p = A/(X + 1). We note that these conditional distributions depend only on
the ratio A/ (A + p).

Chatterji [3] dealt with the inverse problem. He showed that if X and Y are
independent random variables such that
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where f(i) > 0, g(i) > 0, > o0 f(i) =Y i0yg(i) = 1, and if for each ¢ > 0

PIX = KX 41 —f] = <> (1-p)", 0<k<t,
0,

thenp;, =p, t =0,1,2,..., and

7
foy = 8L g
where 0 = p/(1 — p) and 6 > 0 is arbitrary.

We extend Chatterji’s characterization of Poisson distributions to a characteri-
zation of c-modified Poisson distributions. Moreover, we extend this characteriza-
tion to a-modified Poisson distributions of type j. These are known as Delaporte
distributions, and are widely applied in actuarial investigations (cf. Delaporte [4],
Willmot and Sundt [13], Johnson et al. [6], Murat and Szynal [8], Sundt and Vernic
[12]). Another characterization of one-parametric a-modified Poisson distribution
was discussed by Steliga and Szynal in [11].

First we recall the definitions of a-modified binomial distributions and -
modified Poisson distributions introduced by Berg and Jaworski [1]. A random
variable X is said to have an a-modified binomial distribution (X ~ M B(N,p, ¢))
if the following holds:

ot 0’
Z'

I

x=0,1,...,N,

an e = (V)redes

z) (d+agV

where g =1—p, ¢ >0, p+ ¢ > 0, are parameters, and oy, = o* = k!, k € N,
is Riordan’s symbol. For p > 0 and ¢ = 0, (1.1) reduces to the common binomial
distribution.

We mention here that Chakraborty in [2] introduced a new class of a-modified
binomial distributions. He considered, among other things, a-modified binomial
distributions (X ~ M B(N, p, q, ¢)) defined by

N x N—x
(1.2) P[X:a;]=< )%, £=0,1,....N,

where in this case g + p # 1 is allowed, ¢ > 0, p + ¢ > 0, ¢ > 0. We shall use
the formulae (1.1) and (1.2) in the form

x , N—x
(1.3) P[X:x]:<N> (£+O‘¢) 2 =0,1,...,N,
L+ NI((N =d)) ¢

and
(1.4) P[X =2z =

N a xz N—x
:< ) . (prad)ig " —, 2=0,1,..,N.
(@+pN + 2 NN =i)l) ¢i(qg+p)N—
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A random variable X is said to have an a-modified Poisson distribution (X ~
MP(X\))if

A+ ay)®

PX =zx] = o

(1—v)e™, 2=0,1,2,...,
where A > 0 and ¢ are parameters such that A + ¢ > 0, |¢| < 1.

It is easy to verify that if X ~ MP(\;,¢), Y ~ P()\,), and X and Y are
independent, then for each ¢ > 0

kyt—k
PIX =KX +Y =] = (Z) ((i:j:;lﬁ ifw
:<t> (p+ad)* (1 —p)*
k 1+ ag)t
(1) ag)*(1 — p)t
LR Sl () 1) I

with p = Az /(A + Ay) and ¢ = ¢0/(A; + Ay), i.e. the conditional distribution of
X given X + Y has the a-modified binomial distribution (M B(t, p, ¢)).

We say that a random variable X has an a-modified discrete distribution with
a support in Ng = NU {0} = {0, 1,...} if its probability function depends on the
a-Riordan symbol.

2. MAIN RESULT

Let C, denote the class of random variables X such that 0 < P[X = k| =
fa(k), k=0,1,2,...,and Y ;- fa(k) = 1, and C denote the class of random
variables Y such that P[Y =] = g(I) >0, 1 =0,1,2,...,and ) ;% g(l) = 1.

THEOREM 2.1. Let X and Y be random variables from C,, and C, respec-
tively. Suppose that X and 'Y are independent and for each t > 0

2.1) P[X =k|X+Y =1

—k k
(t) (1_ft)t (pt+oa<zi)1 L 0<k<t
BJ1+ 3t ((t—0)) ¢

0, k> t.

Thenp:=p, 0<p<1,t=0,1,2...,and
:97]6679
k! ’

where A = 0p/(1 —p), ¥ =0¢/(1 —p), || < 1,and 0 > 0 is arbitrary.

Q) fall) = GO - B)e, g(h)
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Proof. By the independence of X and Y we have

P[X = K|P]Y =t — k]

PIX =X +Y = 1) = =5 oy

fa(k)g(t — k)

S o fali)g(t—i)

Hence for 0 < k < t we get

2.3) {a(k)g(t —k) <t> (1—po)'*(pe + Oé¢)
> iofald)g(t —1) k)14 30 ot —i))” Lgi
:<>Ufmﬁk2#&w )k
k L+ (i) gl
and
o Lalh=Dalt=k+1)

S fali)g(t — 1)
(L) (g G Tt )

which fort > 1 and 1 < k < ¢ leads us to the recursion

fa(B)g(t — )
) Dt — k1)

Ct—k+1 1 (&K A= (k—1)!
Tk 1—pt<z<k B ¢><Z<k—1—z‘p

i=0 i=0

and for 0 < k < ¢, t > 0, we obtain
k AN =1 k—i g
£\ 2ok (k= 0)1) " py "¢’
(2.6) o (k t—k:<> L
Now, after setting k£ = ¢ in (2.5), we have for ¢ > 1

t oL =i
2.7) fa(t)zl 1 Yot (=9 Py

9(t) fal

g(1)

EL=pe S - )((t— 1)) p

It follows that

i 9(0)

0).

fa(t —1).
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Letting g(1)/g(0) = 6 we have

¢ s K ((k ))1k%z >
(2.8)  fal(t) = .
1;[ (ZZ O(k:— 1)! ((k:— 1 —z).) 1p§ 1=igi

Similarly, after setting £ = 1 in (2.5) we have

1 — Pt fa( )
t pt+ ¢ fa(0)

g(t) = gt =1),

which gives (after letting £ = 1)

fa(l) _ epl + ¢
fa(O) 1_p1'

Thus

11—pt,p1+¢
tpe+¢ 1—p

gt—1) =

o(t) = g(t—1>9p1+¢<pt+¢>‘1

t I1—pi \1—p;

which leads to

—1
(2.9) o(t) = 9(0) e (p1 +¢)t< L Pk +¢> i1

t! (1 — pl)t k=1 1 — Pk
Now from (2.6) we have
falk+1)g(t —k—1)

NS kD (k1)) g
B <k + 1) (1 —pe)ktt

which implies for &k + 1 < ¢

gt —k)
_k+1 Soh k(R =) pE (1 ppleti 1)
E= RS e+ DYk +1—0)) g fa(k)
But from (2.7) (letting t = k + 1) we get
falb+1) 10 YR+ DN((k+1—0))pf ¢

folk) k4 11—pr S Rk —i)) Pk ig

X ﬁ( ! >0tfat(!0).

9(t) fa(0),
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so from (2.10) we have

0 1—ps

2.11 t—k)= ——9qgt—k—1)———

(2.11) gt —k) = -—9( )1_pk+1
Zlok' )1k2¢z

((
k—H (k+1) '( (k+1—1) ) 1pf+17igbi
k+1k+1 W((k+1—d)) pftl-igi
Zz‘:ok!((k i) lp£+21¢z

From Panjer’s recurrence relation (cf. Klugman et al. [7], Panjer and Willmot [9])
we conclude that, for m =t — k, g(m) in (2.11) is a probability distribution if

1—p ZZ ok'( —i)!) p ' Pl
L= pert S b+ D (R +1 - z).) tpftiigi
§ S e+ D (R +1—a)) it
Zi:Ok!( =il 1pi+z1¢z
The condition (2.12) will be fulfilled if p; = pg41 = p for all ¢ and k. Hence, g(m)

is a probability function of a Poisson distribution. Hence, letting p = py, in (2.8),
we obtain

fa®)=1] <Zf:l(k Dk —1— ) pEiig

(2.12)

=1.

Sk (k= i)) g ) t <1>9tfa<o>_

1—p t!

Hence

(2.13) fa(t) =

0 fal0) (0t ag) 0" ( o«z>>t
t! (1 —p)t kl;ll (p+ ag)k-1 = Jal0 ) 1—-p )~
Using the condition

S fult) =1,
t=0

we get
fa(0) = exp (—G(p +ag)/(1 — p))

Taking into account the property of the a-Riordan symbol, we have

(2.14)  fa(0) = exp (—ffp) -exp< f‘ﬁ‘ﬁ )

0 0 06\ 2 -
:eXp< 1_pp) [1+1'<1a_¢>+21!<1a_¢;> +]
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From (2.13) and (2.14) we obtain
0" (p+ag\’ Op 0¢
ﬁﬂw_t!<1—p> eXp<1—p><1_1—p>’

Jalk) = o SO a1 - e
with A = 0p/(1 —p), ¥ =0¢/(1 — p), 1| < 1, completing the proof of (2.2). m

which gives

REMARK 2.1. Berg and Jaworski [1] pointed out that if X and Y are inde-
pendent random variables, X has a Poisson distribution (X ~ P())) and Y has
a geometric distribution (Y ~ G()), then the convolution of X and Y has the
a-modified Poisson distribution (M P (A, 1)) or a Delaporte distribution. So the
statement of Theorem 2.1 gives a characterization of the Delaporte distribution.

The following result generalizes Theorem 2.1.

THEOREM 2.2. Let X and Y be independent random variables from C,, and
C, respectively. If for givenp € (0,1), ¢ > 0, and for each t > 1 the following two
conditions hold:
(p + ag)’

L+ 30 (=) gt

PIX =X +V =] =

(2.15) PIX XAy ] (p_:ad))t (1 ._12)1 )
L+t —10)!) ¢
then N
falk) = A+ @) (1 —w)e, g(k) = e,
where A = 0p/(1 —p), v =60¢/(1 —p), |¥| < 1,and 0 > 0 is arbitrary.

Proof. Since X and Y are independent, from (2.15) we get

(2.16) fa(t)g(0) _ (p+ ag)’ __
S fali)g(t — i) L+Z t((t—1)!) ¢

and

falt—1g(1) <p+a¢>t—1<1—)
S faligt =) 1+ ((E—i))

which leads us to

fa(t) =

o1 Grad) 1

g0)t (p+ap)=t1—p
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It then follows, by recursion, that for ¢ > 1

t t
2.17) falt) = % (p i ad’) £a(0),

1—p

where 6 = ¢g(1)/g(0). Referring now to (2.13) et seq., we infer that here also

0 = (12 (1- 22 )

Falt) = O+ ) (1= )™
where A = 6p/(1 —p), v =6¢/(1 —p), |¢| < 1. Using (2.16), we get

(1+z (t—z)ldf)g(o) too ,
(2.18) T od) = ;)fa(l)g(t —1).

Putting (2.17) in (2.18) we obtain
ot ¢(0) o
I Ty <1 —i)!¢>

t (1
t pi — ) i il S
e <pz X —'j)! H)'

it (1—p) j=

and

Note that g(t) is the solution of (2.19) given by

Since > °_, g(m) = 1, we have g(0) = e, which completes the proof. m

3. A CHARACTERIZATION OF «-MODIFIED DISTRIBUTION OF TYPE ;

Chakraborty investigated in [2] an a-modified binomial and Poisson distribu-
tions of type j. Recall that (cf. Chakraborty [2]) a random variable X is said to
have an a-modified binomial distribution of type j (X ~ M Bj(N,p,q, ¢)) if

i (N (Pt gal)d"
Ple=e < >(q+p+¢a( i)Y

:<N> (p+ $a(i)) g . x=0,1,...,N,
(a+pN+ 3, (Y eai()g+p)N
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whereq+p#1,¢>0, >0, p+¢>0,andfori =0,1,...

S
il <Z+J, )i! forj>1
a'(j) = i

0 for j = 0.

We are interested here in a special case of a-modified binomial distribution of
type j (X ~ MB;(N,p, ¢)) defined by
N (p+ ¢a(j)) gV
P[X:x]:< >(p val) a~
v/ (14 ¢a(h))
B <N> (p+ da(j)) gV "
- N N
T/1+ Zi:l (]2[) ¢'al(j)
whereg+p=1,¢>0, 0620, p+¢ >0

A random variable X is said to have an a-modified Poisson distribution of
type j (X ~ MP;j(A ) if

x=0,1,..., N,

PX =z]= %(A +va(i) (1 —y)Ye ™, z=0,1,2...,

where A\ and ¢ are parameters such that A +v¢ > 0, 0 < ¢ < 1.
A random variable X is said to have a negative binomial distribution (X ~
NB(j,p)) if

. 1 4
P[X—w]—<‘7+x )px(l—p)J, z=0,1,2,...,
x

where j > 0and 0 < p < 1.

It is known that if X ~ P(\) and Y ~ N B(j,) are independent, then we
have X +Y ~ MP;(\, ). This distribution is known as the Delaporte distribu-
tion (see the references in the Introduction). Here we give a generalization of the
results in Section 2.

If a random variable X has the a-modified Poisson distribution of type j,
ie., X ~ MPj()\;,v), and a random variable Y has the Poisson distribution Y ~
P()\y), and if additionally X and Y are independent, then

Ao + a(j)) A
P[X:k‘XJrY:t]:(Z) (()\ IA(ji) )’

(j
:C>@+a<>)a p)'
k (1+a(j))"
7)6)" (1 - p)i*

_G)%iéj 6wwu
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with p = Az /(Az + Ay) and ¢ = /(A + Ay), i.e. the conditional distribution of
X given X + Y is an a-modified binomial distribution of type j (M Bj(t, p, ¢))
(cf. Section 1 for j = 1).

Now we present some characterization of the a-modified Poisson distribution
of type j.

We say that a random variable X has an «(j)-modified discrete distribution
with a support in Ng = NU {0} = {0,1,...} if its probability function depends
on «a(j) symbol.

Let C,(;) denote the class of random variables X such that 0 < P[X = k] =
fa(j)(k)’ k= O, 1, 2, ceey and ZZO:O fa(j)(k:) =1

THEOREM 3.1. Let X andY be random variables from C;) and C, respec-
tively. Suppose that X and 'Y are independent and

( )(pt+04(j)¢)k(1—pt)tk
PX =klX+Y =t]=<\k 1+Z ()(;S’Ozz )

0, k>t
Then p; = p, 0<p<1 t=0,1,2...,and

N
>~
\.ﬂ

k
fut(B) = 13 (A -+ () (1 = wPe, gk = e,

where A = 0p/(1 —p), Y =0¢/(1 —p), 0 <t <1, and 0 > 0 is arbitrary.
Proof. The proof is analogous to that of Theorem 2.1. =

The following theorem contains a characterization of the Delaporte distribu-
tion.

THEOREM 3.2. Let X and Y be independent random variables from C;
and C| respectively. If

(p+a )
L (poiad

(p+a )e)"”!

1+lemw

PX =t X+Y =t]= t>1,0<p<l1,

PIX=t-1X+Y =t =

then
k

k P 0%
fa(j)(k) k' ()\ + Oé( )w) (1 - w)je )\7 g(k) = He 07
where A = 0p/(1 —p), v =0¢/(1 —p), 0 < < 1,and 6 > 0 is arbitrary.
Proof. The proof is similar to that of Theorem 2.2. =

Theorems 2.1 and 2.2 are special cases of Theorems 3.1 and 3.2 for j = 1,
respectively.



Characterizations of the a-modified Poisson distribution 225

Acknowledgments. We thank very much our friend Kerwin Morris from Ade-

laide University for his mathematical and English suggestions.

(1]
(2]
(3]
(4]
(5]
(6]
(7]
(8]
(9]

[10]
[11]

REFERENCES

S. Berg and J. Jaworski, Modified binomial and Poisson distributions with application in
random mapping theory, J. Statist. Plann. Inference 18 (1988), pp. 313-322.

S. Chakraborty, On some new a-modified binomial and Poisson distributions and their ap-
plications, Comm. Statist. Theory Methods 37 (2008), pp. 1755-1769.

S. D. Chatterji, Some elementary characterizations of the Poisson distribution, Amer. Math.
Monthly 70 (1963), pp. 958-964.

P. Delaporte, Quelques probléemes de statistique mathématique posés par l’assurance auto-
mobile et le bonus pour non sinistre, Bull. Trimest. Inst. Actuaires Fr. 227 (1959), pp. 87-102.
W. Feller, An Introduction to Probability Theory and Its Applications, Vol. 1, second edition,
Wiley, New York 1957.

N. Johnson, S. Kotz, and A. Kemp, Univariate Discrete Distributions, second edition,
Wiley, New York 1992.

S. A. Klugman, H. H. Panjer, and G. E. Willmot, Loss Models: From Data to Deci-
sions, Wiley, New York 1998.

M. Murat and D. Szynal, Moments of counting distributions satisfying recurrence rela-
tions, Mat. Stosow. 1 (42) (2000), pp. 92-129.

H. H. Panjer and G. E. Willmot, Insurance Risk Models, Society of Actuaries, 1992.

J. Riordan, Combinatorial Identities, Wiley, New York 1968.

K. Steliga and D. Szynal, Note on a characterization of a-modified and truncated Poisson
distribution, Int. J. Pure Appl. Math. 67, No. 2 (2011), pp. 141-147.

[12] B. Sundt and R. Vernic, Recursions for Convolutions and Compound Distributions with
Insurance Applications, Springer, Berlin—Heidelberg 2009.

[13] G. E. Willmot and B. Sundt, On evaluation of the Delaporte distribution and related
distributions, Scand. Actuar. J. (1989), pp. 101-113.

Department of Mathematics Wydziat Zamiejscowy KUL

Faculty of Economics (Department of Economics)

Maria Curie-Sktodowska University ul. Ofiar Katynia 6

pl. Marii Curie-Sktodowskiej 5 37-450 Stalowa Wola, Poland

20-031 Lublin, Poland E-mail: szynal @poczta.umcs.lublin.pl

E-mail: katarzyna.steliga@ gmail.com

Received on 20.12.2011;
revised version on 25.9.2012



