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Abstract. The estimation of a number of defects of a specified 
part of a homogeneous product is considered. A natural estimator, 
although well justified by a hewistical reasoning, is proved to be 
asymptotically biased. This leads to the proposal of a modified 
asymptotically unbiased estimator. The asymptotic variances of both 
estimator are derived and compared with the results of a Monte- 
Carlo study. 

1. Intrducticma We consider the following scheme of repetitive quality 
control. Two controllers are seeking independently for defects of a 
homogeneous product, e.g. a bale of cloth. They check t units of length. 
Assume that the defects are randomly distributed on the material so that the 
number of defects in t units, denoted by n, has the Poisson distribution P(yt); 
y is a positive constant describing defectiveness of the whole product. 
Defectiveness y and probabilities p,  and p ,  of finding a single defect by the 
respective controller are unknown. We assume that 0 < p , ,  p ,  < 1. We 
observe n,, a,, m where rq (i = 1, 2) is the number of defects found by the i-  
th controller in t units and rn is the number of defects found by both 
controllers simultaneously. 

We are interested in estimating n when n is fixed but large or in 
estimating y when t is fixed but large. To avoid misunderstandings we use 
the notation En f i  and Var, n̂  in the first case and E, y^ and Var, y  ̂ in the second 
case. 

It is obvious that any reasonable estimator fi(n,, n,, m) of n should fulfil 
the condition 

Polya [2j introduced the following heuristically justified estimator: 
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It is based on the following idea: since n, - Binln, p,), n, - Bin (n, p,), 
m - Bin (n, p1 pZ), and the respective expected values are np,, np, and np, p,, 
the ratio n, a2/m should be close to rap, .np2/npl p,, the later being equal to 
n. Condition (1) is satisfied since 0 4 m 6 min(n,, n,) and whence n, nz 2 (n, 
+nz)m-m2. 

In t h s  note we show that despite of the heuristic justification, n is 
asymptotically biased with bias equal to l/pl p2 + 1 - l i p ,  - l/p2. Thus we 
introduce the modified estimator n: 

which proves to be asymptotically unbiased, We also calculate the 
asymptotic variance of E. Moreover, we propose the natural estimator of y, 7 
= Kit, and study its asymptotic properties. 

2. Main result. 
THEOREM 1. Let 

Then 

(4) lim (Em f i  - n) = p, 
n-m 

lim (En E- n) = 0, 
n + m  

where 

Note that the terms of order n of variances in (6) and (7) are equal. It is 
easy to see that the asymptotic bias p as well as ai ( i  = 1, 2) and a, - a2 are 
positive and unbounded from above on an open quadrat (0, 1) x(0,l) and 
tend to 0 when p ,  and pZ tend to 1 .  
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In order to prove Theorem 1, let us start with the following two 
lemmas. To simplify the notation we omit subscript n in E,. 

LEMMA 1. Let X - Bin(n, p,), where 0 < pl < 1.  n e n f o r  wery nuturul n 

where k is a positive constant not depending on n. 
Proof. First observe that 

and 
L b 

for x 2 1 .  
x ( x + ~ ) ( x + ~ )  ( ~ + 1 ) ( ~ + . 2 ) ( ~ + 3 )  

By easy computations it can be shown that (with E* (f (X)) denoting 
E Cf x > 0) for any f 

where a = (1 -qy)- ' and q, = 1 - p l .  Using the fact that q",nd ( 1  -a) are 
both of an order less than we have 

Consequently, the proof is completed by the triangle inequality. 
Note that Lemma 1 is a generalization of   em ma 4.2 in [ I ] .  
LEMMA 2. Let n; = a , -m .  For every natural i the random variables 

(n; (m > 0 A n1 = i )  a d  (mlm > 0 A n, = i )  are independent and have 
distributions Bin(n - i, p,) an8 Bin(i, p,), respectively. 

The proof is immediate. 

I 
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Proof of (4). We have 
n 

E(ii)= P ( m = O ) - E ( f i l r n  = O ) +  P(nl =i  A m>O)-E(filn, = i  n m >  0) 
i =  1 

n 

= o ( l ) +  1 P(rn > Oln, = i).P(nl = i).Ejiilnl = i A m > 0) .  
i =  1 

The last equality holds, since 

Note that 

(8) ( I - p , l P ( n ,  = i ) ~ ( m ~ n ,  = i ~  m z 0  = o ( l ) .  
i= 1 m 

Since 
) 

( 1  = o ( i 3 ) ,  E ( m l n l  =i  A m > O  
m 

the sum in (8) is less than (see [I]) 

Therefore 

By Lemma 2 

Efi = o ( l ) +  ( ~ ) ~ : ( l  -pl)n-iai.(l+(n-i)~p2).~*(~,n1 = i) 
i = l  1 m 

and, by Lemma 1, neglecting again the terms of order i - 3 ,  we have 

Summing the first term in curly brackets we get 

(9) n-nqi = n + o ( l ) .  
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For the second and third terms we get, respectively, 

and 

Equation (4) follows from (9) - (1 1). 
Proof  of (5). It is enough to show that 

Equations (12) are simple consequences of Lemma 1. As for (131, we 
prove the inequality 

in the same way as Lemma 1. Thus (cf. (11)) 

The proofs of (6) and (7) are based on Lemma 2 and the expansions of 
suitable order of E(l/Xi), where i = 1, 2, 3 and X - Bin (n, p). The approach 
is similar to that used in proofs of (4) and (5) and therefore we omit the 
details. 

THEOREM 2. E, 7 = y + o (lit), Var, 7 = y / t  + a2/t2 + o (l/t2). 
The proof of Theorem 2 follows from Theorem 1 and the formulas 

m 

t h y " =  C pkEkZ, 
k =  0 

w w 

t2Var,y = C pkVarkii+ pk(EkZ-EtZ)' 
k =  0 k =  0 

where p, = ( ~ t ) ~  e- ?l/k!. 
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It is easy to see that the bias of the estimator 7 = fi/t is equal to pit 
+o(l/t), while the asymptotic variance of 7 is similar to  that of 7 with y / t  and 
a, replaced by y (1 + p)/t and a,, respectively. Thus the main term of the 
asymptotic variance of 7 is smaller than that of the asymptotic variance of f. 

Since the formulas for expectations and variances are asymptotic, a 
Monte-Carlo study has been performed for various n, ply p 2 .  The 
approximation of expectation and variances seems satisfactory for p,, p, 
2 0.5 and n 2 50. For such n, p , ,  p, 

where subscripts AS and SM stand for "asymptotic" and "simulated", and Z 
denotes standard deviation. The same inequalities are satisfied when n" is 
replaced by R The simulation results for n = 50 are given in Table I. 

Table 1. Asymptotic and simulated means and variances of n' and n" for II = 50 
I 

The approximation is less satisfactory outside this region. For example, 
for p,  = p ,  = 0.3 and n = 100 simulated (asymptotic) mean value and 
standard deviation of n" are 93.004 (100) and 20.480 (25.179), respectively. For 
p, = p,  = 0.5 and n = 40 we have &, (2) = 8.814 and C,, (2) = 7.280. Similar 
situation can occur when p, or p2 is less than 0.5; e.g. for p, = 0.2, p2 = 0.7 
and ~t = 100 we have 13.243 for the simulated standard deviation of n and 
16.492 for the asymptotic one. 
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