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ESTIMATION OF A NUMBER OF ERRORS
IN CASE OF REPETITIVE QUALITY CONTROL

BY
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Abstract. The estimation of 2 number of defects of a specified
part of a homogeneous product is considered. A natural estimator,
although well justified by a heuristical reasoning, is proved to be
asymptotically biased. This leads to the proposal of a modified .
asymptotically unbiased estimator. The asymptotic variances of both
estimator are derived and compared with the results of a Monte-
Carlo study. .

1. Introduction. We consider the following scheme of repetitive quality
control. Two controllers are seeking independently for defects of a
homogeneous product, e.g. a bale of cloth. They check ¢ units of length.
Assume that the defects are randomly distributed on the material so that the
number of defects in ¢ units, denoted by n, has the Poisson distribution P(yt);
y is a positive constant describing defectiveness of the whole product.
Defectiveness y and probabilities p; and p, of finding a single defect by the
respective controller are unknown. We assume that 0 <p;, p, <1. We
observe n,, n,, m where n; (i = 1, 2) is the number of defects found by the i-
th controller in ¢t units and m is the number of defects found by both
controllers simultaneously.

We are interested in estlmatmg n when n is fixed but large or in
estimating y when ¢ is fixed but large. To avoid misunderstandings we use
~ the notation E,# and Var, 7 in the first case and E,J and Var, 7 in the second
case.

It is obvious that any reasonable estimator 7i(n;, n,, m) of n should fulfil
the condition ’

1) n>n +n,—m.
Polya [2] introduced the followilig heuristically justified estimator:
2 o {nl nyfm, m>0,

n
ny+n,, m=0..
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It is based on the following idea: since n, ~ Bin(n, p), n, ~ Bin(n, p,), |
m ~ Bin(n, p, p,), and the respective expected values are np;, np, and np, p,,
the ratio n, n,/m should be close to np, -np,/np; p,, the later being equal to
n. Condition (1) is satisfied since 0 < m < min(n,, n,) and whence n, n, > (n,
+ny)m—m?. '

In this note we show that despite of the heuristic justification, n is
asymptotically biased with bias equal to 1/p, p,+1—1/p, —1/p,. Thus we
introduce the modified estimator n:

' . ~ Ny Ny Ny
N Ai———+—+——1, m>0,
' n1+n2, . m=0,

which proves to be asymptotically unbiased, We also calculate the
asymptotic variance of 7. Moreover, we propose the natural estimator of y, 7
= fift, and study its asymptotic properties.

2. Main result.
Tueorem 1. Let

1 1 1
p= +1
P1DP2 P P2 _
Then ' )
@ c lim (E,7—n) = p,
5) , lim (E,i—n) =0,
(6) . lim (Var, i—np) = a, (p;; P2),
(7) . lim (Va.r,, ii— np) =a, (pl, Pz)s
wheré |

ay ( .)—22+5'+1+i !
WP P = T P Pl

— i

a(p1, p2) = PP +——p.

P1 P2

Note that the terms of order n of variances in (6) and (7) are equal. It is
easy to see that the asymptotic bias p as well as a; (i = 1, 2) and a, —a, are
positive and unbounded from above on an open quadrat (0, 1) x(0, 1) and
.tend to 0 when p, and p, tend to 1.
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In order to prove Theorem 1, let us start with the following two .
lemmas. To simplify the notation we omit subscript »n in E,.

LeMMA 1. Let X ~ Bin(n, p,), where 0 < p; < 1. Then for every natural n

1 1 1
E{—|X>0]— — < k/nd,
l (X' - ) it D) Rt D) =Y
where k is a positive constant not depending on n.
Proof. First observe that

11 1 N 2
E—x+1+(x+1)(x+2) x(x+1)(x+2)

" and

2 8
XA D)+ S D)1+

By easy computations it can be shown that (with E*(f(X)) denoting
E(f(X)|X > 0) for any f)

1 a
E* (X ) (1-gi"t=(n+1)p; q%),

for x> 1.

+1) 7 pi(n+1)
E*(____l__
(X+1)(X+2)
. . o
. =E(T;BT+25(1—Q'{“—("+2)M q'I“,—E(nfl)(n+2)p;q§),

& (e raues) < e
(X+1)(X+2)(X+3)/) " pin+1D(n+2)(n+3)’

where a =(1-.—qﬁ)”'1 and g, = 1—p,. Using the fact that ¢} and (1-a) are
both of an order less than n~3, we have

LN o 1 8
E (X+1)+_E ((X+1)(X+2))+-E*((X+1)(X+2)(X+3))
1 1

—_ : -3
AN T A

Consequently, the proof is completed by the triangle inequality. -

Note that Lemma 1 is a generalization of Lemma 4.2 in [1]

LemmA 2. Let ny =ny,—m. For every natural i thé random variables
(n3im>0An, =i) and (mim>0 Any =i) are independent and have
distributions Bin(n—i, p,) and Bin(i, p,), respectively. ' :

The proof is immediate.
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Proof of (4. We have

i=1

E(f) = P(m = 0)-E (fijm = 0)+ Z P(ny=iAm>0)-E(in, =i nm>0)

— o)+ Y P(m> O, =i)Plny = i) Eiln, =i A m>0).

i=1
The last equality holds, since
<Pm=0)-E@m=0)<n(1-p,p.)".
Note that

(8) z (1—p,) P(n, —z)E( L =iA m>0)z0(i).

Since

ny N,

(1—p) =o0(i™?), E( -

|n1=iAm>0)<ni,

the sum in (8) is léss than (see [1])

T (;2)_0(1).

Thefefore

E@) =o(1)+ z [1—(1=p,) P(ny = i) E( 2l =iAm> 0)
—0(1)+ZP(I11—-I)E< lnl—lAm>0)

i=1

By Lemma 2

1
En=o(1)+ Z( >P1(1 p)" (1+(n‘l) p2)'E (EI'H =i)

and, by Lemma 1, neglecting again the terms of order i3, we have

En—0(1)+Z ( >P1(1 p)" (1+Pz(n—l))

1 1 1
X{—— + - - .
'{Pzi p2i(i+1) p%(l+1)(t+2)}
Summing the first term in curly brackets we get

) n—ng} =n+o(l).
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For the second and third terms we get, respectively,

(10) (1—q:)( ¥(n+1)E*(

and

) Y Pl =

.
=——+1
X+1)+1) —+1+o()

n=1)({i+2)—-2(n—1i)

p2((+1)(i+2) .
. m+1)_ [ 1 _i _ 1 _i
=(1-4}) ( ’ E (X+1) p2+o(1)) +o(1).

P1P2 P2
Equation (4) follows from (9)-(11). _ '
Proof of (5). It is enough to show that

. 1 1
(12) imEX ==, HImEBEZ2=—,
‘now M D1 n-o M P2
. ny ny 1
13 lim E =—
1) o M P1P2

Equations (12) are simple consequences of Lemma 1. As for (13), we
prove the inequality

1 . 1 '
R —_— I 3
E<X2'X>°> pf(n+1)(n+2)‘ kin

in the same way as Lemma 1. Thus (cf. (11))

i(n—i

nyny

ny n )
m? m & P =0 g teW
1 1/1
=——+—<——1)+0(1)= +o(l).
P2 P2\t 1P2

The proofs of (6) and (7) are based on Lemma 2 and the expansions of
suitable order of E(1/X’), where i =1, 2, 3 and X ~ Bin(n, p). The approach
-is similar to that used in proofs of (4) and (5) and therefore we omit the
details.

TueoreM 2. E, 7 = y+o(1/t), Var,7 = y/t+a,/t®> +o(1/t?).

The proof of Theorem 2 follows from Theorem 1 and the formulas

tEt’)‘)‘: Z pkEkﬁ9
k=0

p. Var, fi+ Y, p(E,fi—E,#)?
0 k=0

18

t>Var,7 =
K

where p, = (yt)e /Kl
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It is easy to see that the bias of the estimator 7 = #i/t is equal to p/t
+0(1/t), while the asymptotic variance of  is similar to that of § with y/t and .
a, replaced by y(1+p)t and a,, respectively. Thus the main term of the
asymptotic variance of 7 is smaller than that of the asymptotic variance of 7.

Since the formulas for expectations and variances are asymptotic, a
Monte-Carlo study has been performed for various n, p;, p,. The
approximation of expectation and variances seems satisfactory for p,, p,
2 0.5 and n = 50. For such n, p, p,

Eas(@—Zsu ()} _ 1 [Eas(®)—Een (@) _ 1
=~ ~ b
n 50 n 100
where subscripts AS and SM stand for “asymptotic” and “simulated”, and T
denotes standard deviation. The same inequalities are satisfied when 7 is
replaced by 7. The simulation results for n = 50 are given in Table 1.

Table 1. Asymptotic and simulated means and variances of # and # for n =50
\

E(#) E(7) Z(n) (i)

T 0s SM  51.238 49.796 8.148 6435

Pr=p2=02 AS 51 50 7.937 7416

=07 SM 50201 49982 3.098 2818

Pi=pP2=0 AS 50.184 ' 50 3.168 3.096

. —09 SM 50019 50.005 0.786 0.746
P1=P2 =% AS 50012 50 0.793 08

The approximation is less satisfactory outside this region. For example,
for p =p,=03 and n=100 simulated (asymptotic) mean value and
standard deviation of 77 are 93.004 (100) and 20.480 (25.179), respectively. For
Py = p, = 0.5 and n = 40 we have X () = 8.814 and X,5(#) = 7.280. Similar
situation can occur when p; or p, is less than 0.5; e.g. for p; =02, p, = 0.7
and n = 100 we have 13.243 for the simulated standard deviation of n and
16492 for the asymptotic one.
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