
PRQBLILITY 
AND 

MAWEMATICAL. STATISRCS; 

YaL 'It, We% Z (1W1X pp t97-246 

ON THE CENTRAL LMIT THEOREM 
WETH skf;MQST SURE CONVERGENCE 

BY 

Abstract, Let S, be the partial sums ofi.i.d.r,v.'s with z r u  means 
asld varla~ce one and let atx) be a real function. In this paper, 
sunicimt canditions are given under which n i ( ~ ~  ,/A] eonverges &mast 

a 

swdh to I a(x) d@(x). Two ~az i~ i~ tn t~  ai. convergena on: considered: 
-rx 

Zimitaritrn af a ( ~ , / f i )  by logarlthrnie means md limitatforr of 
B(S,J&K) by arithmetic means, w h m  rr, ;= Ck", a 3 Oq c 6, I. IJLlder 

the same assmptions in the game sense, a( max SJ&) converges 
Ir) 

l SrnStt 

admost suzdy to 2 j a@) dB@]. 
0 

1, Imta*.a)ductioa and re%&&, Let X,, X,, , , . be a sequence of independent 
and identjcdly distfibuted random variables. Suppose that EX, = 0, EX: = I, 
and let 27. = X,  + X ,  +...-I- X.. Then s J& canverges in distnbutioll ta thc 
standad normal distrjbution @rfs(r). In what i;ollowirs the almost sure convergen- 
ce af SJ 4% shall be considered. If the sum; S, are reduced niotl l lo the 
ktltervd 0 O SS, .< 1, then u d e r  certain, assumplions the relation 

holds aImase surely (see [53, [3], [7] arid [9:91). Unfor'runately, becausr: of the 
oormaEzing lactor I/,/;;, an analogous statwent fails for the customary sums 
S.J& (see 161. Theorem 1, and [S], Theorem 1). In order to overcame the 
strong dependencies among the s,J&, logarithmic means are applied, 

~ T U P  I. Let a(x) be a real fmtio~a which is a.e, ccmrinuaus a d  for which 
[a(x)l G a""" y r 1/4. The& gililer the assumptiolq. B IX,l"fd < m, 5 9 we haw 



COJEQLLAW 1. k t  EIX,la' ' < co, 6 3 0, and > 0. Then 

Another way M remove the strong dependendes among the SJ& 
cansists in the coszsideration of subsequences n, = ck", a > 0, c > I* 

~ Q R E M  2, Under the assumptims of Theorem 1 we haw 

1 "  02 

(8 lim - C o($~&)  = j a(n)d@(x) 
~-rraKk==l  -a) 

CQROLLUY 2, Upzder the assumptions GoroB~lrp 1 wg h u e  

Theorems 1 and 2 carr be found in [B] and Thmrern 1 in C13]-[15] for 
bounded a[+ only, of .course without the corouaries. The psoofs given here are 
straightforward and sjrilpkr than ia [ti]. The corr9Uaries can I x  compared with 
Strassenk [I21 result 

N 

irn sup M - I  -921og log M)-" CIS,12Q 
Nf €0 rr=i 

where: g 2 11'2 (d dso EX 11, p. 296). 
For the special case a@) - lt-,,u,(x), whem I<- ,,,)(.) is  the indicator 

Eun~tion of the internal - oo < x ..; sr, the rate 01 convergenm in (4) is estim~ted 
19. C83, ~ ~ t e  that 

is; the empiM~al distribution function of tbe -weakly depndenr random 
variables s#*/&. Further assertions on I ,  - ,,, (sJJ~;) can be hund in C10 1. 
Ira Ed] arn example is given that shows that meorems 1 and 2 do not hold in 
generd if a(x) is atdy measurabb. 

Under the arsumptioas concerning Xi, the sequence M J ~  
Mn = max Snrl 

ldnriCn 

eanvergBs in disl~bu-tioa to 2@tP(x)- 1 ,  Also far tixis f a t  two alms$ YUFE 

vandants em be given. 



Central lirnit theorern 

ffi 

~(M. /J ; I )  = 2 1 a(x)d@(x) 
a 

and 

i 1 
(8) P lim - 2 ~(M,~J&) = 2 1 a(x)d@(x) 

~ + q r K k = i  0 

2. Prad of Tbe~lrem 1, We shall repatedly assume that ithe X, are 
normally distributed. In this wise we denote their partial sums X ,  +. . . +Af, by 
W,. Then WJ& is also normally distributed. The proof of Theorem 1 is 
performed in three step. 

2.1. Firstly, we assme that a@) = If- ,,,,(n) is the indicator function of 
the intRwaI - ca < x .z= M. We estimate the quantities 

.for j .c: n. Then 

where q,, - X j ,  J, +. . . i- X,  is independent of Fa:. a d  nemdly dis~buted.  
Therelbse 

1 " (AM - J j x ) / d a  

@jn =z - j e - x z r a (  1 e - y 2 ~ z d y ) d ~ - @ 2 ( u )  Jz;;-, - 0 0  

with a constant C,. Moreover, we l~ave trivially /yjnl d I ,  and i t  fallows lbslt 

I f  we apply the simple estimate 



we arrive at 

Now we put N, =I 2@. Then, by using standard argments, we conclude frtarn 
Chebyshev's iaequanlity and the Burel-Call;teUi lemma that 

with probability one. On the faether harxd, 

for N, *=: W < Nk + and, consequently, 

Thus the first step is mmpleted if the X, are norrnaUy atributed. If na4, 
we apprciximate and obtain 

(10) Sn- WR - s,(ajl)pe 1/f2+61, 

where E,(R~) -30 PZ--, O C ~  for h o s t  aU aw (see 621, Theosa 2.6.3, or [q). But: 
then 

where 

for sufi~iently large N and stritame M = M{nr). Correspondingly the left-hand 
sum be bounded k b w ,  and (2) is also establish& for X, with a gmerai 
distribution for our special ah). 

2 4  Smandly, ule consider a(x) = eyXa, y < 1/4. We remark t h ~ t  
~a(%/&r) = l/Jm and consider 

- 
h~. = E { ( ~ ( W J ~ ~ I -  1 / J 1  -z?)(~(wJ&I - I/ 11 



far j < n. Then 

since Ee' - I I +$ la\ (eQ -+ 1) and 

Ilz) r ' j + 2 ~ ~ J I ~ j - ~ ~ j  B x2n. 

Thus in the first step wa arrive at 

with probability one, On the other band, by the law of the i&rated logarithm, 
we- have 

1131 exp~y kt.'?/n) G (log + a.s, 

fdr s&deaay large :en and, comequendy, 

Thus the second step is  also csmypletctd if the X, me nomdly bistulbuted. In 
tb gepleraatl case we conelude from (19) a d  from the law aE the iterated 
logaritb that 

wBe:t: 6 > Ot Thus (2;) is established agdn for the special a(x), 

23* Finally, we; 16% a(x) fulfil the asaump~ons of Theorem I. We intruduee 
an mxiUary fufunc~on R ~ ( x )  which vmishes for 1x1 2 K and is in each ~ s o f  the 
htarvzlls -f i:+2iK/Lbsc r -K$2.( i+1)K/L9 i =C3, Iz ..*, t-l,equal to the 
supremum BE &OX) -eF7 is): these irltervds. WJe put a2("Y) -=E ai (x)+ eyXL and 



crtroosr; first K an8 then L large enough such elhat 

This is possible since a(x) is continuous a.e. and, consequently, Wiemma- 
Stieltjes integrable with resipwt to @(XI. Obviously, atx) G aZ(x) for all real ifx. 

OR the ot3zer h a d ,  n2(x)  is a finite h e a r  ccrm*binalian of the special fuaetiom 
cozmsidered in the first and second steps, respc~viely. Therefore 

far almost all ur and sufficiently large N. Replacing a(x) by - afx) we obtain the 
assertion of Theorem I, a 

1 P~mf of nearern 2, "The proof of Theorem 2 is quite analogous to t h t  
of Theorem I. 

3.11. We asassume that a(x) - TI-  ,t,(x). From (9) it foIXows that 

In the case of O < DF G X we apply the simple estimate 
GP 1, k"I" 

- -  < --- 
ce-cJ" I' czlogc k - j  

put Kk = [ks'7, j = 8/(4y + 3) 2, a d  arrive at 

with probability anel Jn the case tllf ol>  1 we have 

and we can rasoar as in the cage ;r: = I .  Fmther 



and, mnsequently, 

The transidan from Wn, to S,, caa be pdarmed as ia the first step of tSre praof 
of Theorem 1. 

32 We assume that a(x) 'x)- eyx" From (11) it fallows that 
1 "'I 

-C(a(%J/J;;Il-l/J=)-t~ (k-+m) 
Kk,=, 

with probability oneae, Further by (13) we have 

The &ansition from XI, to S,, can be prfrarmsd as in the second step of the 
proof of Theorem 1. 

X3+ Tn the general case there are only &nor &EfEerenees to the third step of 
n the proof of Theorem 1 which eala be suppressed here. 

k', - sup W(t), 
O l r + ' n  

where W(t) is  a Wiener process. 

41. We assme that a(x> = lt-  ,,ul(x), u 3 0, and estimate Che quantities 

Now the random vector (q/&, ~( j ) /d)  is distributed with the density 

(23~-~)ex:xp{-(2~--*~)~/2) i fX> ,O,Y<X,  



(cf [I], equality (1 1.1 11, p. 79). Hence (m;, W ( / I / ~ ? ,  V , ~ J J ~ )  is distrib- 
uted with the density 

yb J =Z Z, then ~ u t  if = x, W(JMJ; = YX &.IF 

man sup I W ( ~ + ~ ) - W ( K J I < Z +  
Q S k G n  O < i < S  

for suficieafly large pt (cf., e.g., [2], Theorem 1.2.1); choose a, = 1, Fram thb 
and from (10) WE- find that 

bnMs, where $(m) 4 0  as R+CO for ~ E I Y I C T S ~  dl w. 'Thus we can I"mish gs h ni2.1, 

4.2. We agsume that n(x) = ep%and remark that E~(KJ&)  = i / J q .  
We C ~ : Q H S ~ ~ B F  



I- eyrz(eyxai:n - e r s2 )p (~ ,  y2 Z ) ~ T ?  

z d P  

where LZ"G = dx dy dz. ft fofollswg that 

fsrt account of Be" - 3 1 G la1 (e" + 11, (12)?), and 

whem the East estimate holds since y2 G (2x-y)?n tfae domain of iotegation, 
Ef the law of the iterated logarithm far eB is applied, then we arrive at 

1 " 1  
hm - C - (exp(y K2/a) - I / - J ' ~ )  = O as. 
n-rmlogNa=rn 

In the general saw we must apply (1 5)  and the law of tbe iterated logarithm far 
the Mn. 

4.3 For general a(x) we can condude a in 2 3 .  Thus (75 is  proved. Bm order 
ta pmire (8) we can procsed as in the prosf .of meorern 2 (cf. Section 3). 
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