
Ahtrack G.enemlja:arion of a conditioned fwclional central limit 
theorem of Szukrp  and SzynaS is proved. It is  shown that on 
a natlual condition For random index randomly selected partid sums 
d independent, ideatically distsibuted wndorn variables with zero 
m a n  and bite vaflalace, suitably s~aled, nrrmcd and condirioaed to 
ahg positEve converge to the Brownian mmnder proocss. 

1. lotaad1~c$i~a. Let fin, ~1 1) be a sequenw of independen't, identjcally 
distributed random variables with Et, = 0 and Etf - G', O < crZ .: m, Put 
So = 0 and S, = r ,  t . , . -4- T,, n >, 1. Far the raadom walk {S,,, n 2 0) let 
T = irrE(la 0: S, g Of, where the i ~ r r r u m  of the empty set: is taken to be + oo. 
Since P i  T > n) 3 O for each n, probabilities conditioned by this event are well 
d&ned. P;inally, let X: be the random elemant of the space D[O, 13 which is 
endowed with the Skorokhcld topislgy, defmed by 

X: (t) -: (SI.,,~nrsl~' j T r n), O < t d 3 , 
where 6x1 is integer part of x 

Under the additional assuntption 

1 Eltlf" m and t, is nonkafticc or integer valrred with span I, 

Igbhart C3f meorem 3.4) shatved the weak c;onvergenGe of the seqLlence 
{X:, n .& 1) to the Browfitan. meander process W4 definc=rd by 

Wf(t)--lW(al-flt][/jLi', C):<&dI,  

where W is the Bromian prclcms, t. -. sup{k~ LO, I]: WCt) = 0) and f i  = 1 --z. 
BoIthau~ern I[2] !)hwrem 3.2) demonstrated that the additiuraal assuption (IT) 
is  supcduaua ins the above -mentioned con~ergace. 

Tl~e m;ain result of this pager shows that the assmption (I) mrPy also be 
omitted in Theorem 4.8 of Idehart [3] aad ia Theomm 3 af Smbarga and 
S z p d  163. gXle proof: presented here is isspired by the me&od of random 
change of time in Bifingsley [Ill Chapter 17, and it is  simpler and more natural 
thm pm01FS already known. 



2, Mstin rmu1t. k t  D [a, m) be the space of real - VE~IUA right - G O D ~ U O U  

fuinzc~ons on [O, m) having left limits. This space is considered with Liadvalss 
metric defined in [q. We define the: random denzea zaf the space: D LO, m) by 
setting 

Let P be a process defined ak; 

where; W' is z Brownian meander and W is an ordinary Bt-swnian modan 
independent of W'. By Donsker" tthearem and Bolfiausen result (cf, [27) we 
have 

where the symbol - means weak convergence. Now we formalate the main 
rmult of this paper. 

m m m ~  1. Let (N,, n $ I )  be a sequence of positive i~tege~--vaiued 
randotw va~irables, defined on the same prababifa'ty space ns the sequenm 
f t,, M 3 2 ) -  If (a,, n 3 1) is a sequence of positive real numbers r~nding to 
%'yt$niry, S U C ~  rhar 

Let r ,  : D fa, m) -+ DCO, 13 be the refriction to [O, 11 defined for 
x E D [03 co) as r ,  (x) ( t )  = xCt), Q $ i g 1, Tks mapping i s  contkraous Tor each 
xeD[03  eo) far which 1 = 1 iu  a sontirxuity point, Observe that r , ( x )  a d  PIT) 
are equal in distribution tu X, and W', rcspectively. Thus &om Reorem 5 1  in 
El] aald our Tl~eorenz 1 we have a genelrakizatioa~ of Theorem 3 from [GI 
without the additional assumption ( I ) .  

~ORDI~LARY 1. Jj the assumptioms of Tkorem 1 hold, then 

3. Raof OP Tbeorm I, The proof s;f the main, sesdt mquirm two Iemas. 
The first Itmma. is af taichi.c;al ;lchasa.c;.ter only, The se~and one i~ a can&eisn& 
mdogue of nea rem 17.l in. 111. 

L ~ # A  1, For $he p m e s s  Y and a SrclpcjPtGe (a,, n 2 I )  of positive wed 
nwmbem ~eradiva~g to one, Eel 



Roldom partial sutns 

Then 

Pr o s f, Denote by kll$ ra 2 1, mappilags from D [OT w ) into IP LOz m) 
defined as 

Let E Ine the set of points x such ~~a"lh,,(x,)+ x fails to hold far  some sequence 
x, approacGng x. Since for every xn--3x with xfC[D, a) aad for every r 3 0 
we have 

Xim sup 16-a,(xI,> (1) - x(t.)f = 6, 
n-oil OGt.$r 

by F w ~ C [ : i a ~  a)) = 1 we get P{FE_E) = 0, Now u ing  fherelatibtion Z, = lzm(Y) 
md Theorem 5.5 from [I] we get the assertion af the lema.  la 

k t  {IF,, n 3 1) be a seqoence of positive integer - valued random variables 
defined on the s m e  prrobabjtity spaice as the sequence {lr,, w 3 I f  and let 
{A,, n >, I) be a squeraa BE events from this conlman probability space, with 
pcrtlitjwe psolsabilj ties. 

for some c~wtsant O > 0. Fesrtherpnoue, let 

(41 

Then 

(YU, [ A,,) '3 Kk, where B(t) = B- l i2K{@t) .  s 

Proof. A5 in the p o f  of Theorem 17.1 in t13 we may msume without 
sts$tric;tion that O,,, n 3 1, are Integr and dafme the randem change of time 

From tihe equality 

and from t b ~  assumption (3) we gat the convergence 



where @(t) .= 02, O C t < m, Therefore, from [I], Chqfer 17, p. 144, we ohtab 

y5) (&,,8";Pr [n,,)=i;.K~~=a);fi ES nn-t. a. 

Now h o r n  the assumption (3) and from (5) vvc have 

which impEes 1 A,J =s 8- ""2 ~o @ = .F?. This wmpletes the proof. B 

Notice that for the gssertion sf  Lemma 2 it is not neoessary for it,, xx 3 24 
to'be the sequence of independent random vasictbles, It suffices thnt the 
assumption (4) holds for this seqnence. 

Using k m m a  2 with A@,  - P { T  n) from Balthausen"s result [q &ad fbe 
asymptutidty af P { T >  n) (see (8)) we get 

COROLLBRY 2. If the eanditiom ~f Tkeorhir-n % with rs: = 1 hoU, thew 

P r o o f a f The o re rn 1. Them is no loss of generdity h assuming that a, 
are intesr and thnt ol - 3 ,  since this can be arranged by passkg to new 
constants a, if necellessrtry, Applying Lemma 2 wit% 4 = a, and A#, = (T> N,),  
for the proof of our thmrem it is eneugh to show that the foUcrwil3lg conditiom 
hold: 

(7) (&,I T=- N,I=t-X 

From (2) md from the a; tmpt~t iGty 

(9) lim ajfZP(T M,) = c 
R "sO 

{see C6-J). Henca the canvergeam (6) is a consequence of the assumplion (2)- By 



Theorem 2.1 in [I] the convergeam in (7) is equivalent to the condition that hr 
ad closed F of the spacte D[O, coj 

Uajl I imsupP{Y,~F  I T >  M,) -S P ( Y E P ) .  
n-=w 

For fixed 8, Q c < I, set a, = [(I -E) m,], b, = [(1 -t E) a,] and A, = { k :  
a, d k < b,), From (16) and the hequality 

+ P ( K R ~ F ,  T> N,,  N n ~ A : ]  

It follaws: from (8) and (9) that 

AppI9ng L e m a  2 with v, = E,, 8, - a, and Aozl = {Tr a,) we. get 

(K,I T >  a3*YE3 

Mrllert: Ye(t] = (1 - E ) ~ ~ ~  Y(t/(l -E)) but from Lemma 1 vve know that IT': Y as 
8 4 6 ) .  Thus 

S IimsupP{Y%EF) < P ~ V E F ) ,  
a-0 

This clsrnpletw t lx  proof of the theorem, 1 "i" 
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