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#### Abstract

A previsible process $F$ is integrable with respect to a semimartingale $X$ if and only if $F$ belongs to a randomized Musielak-Orlicz space $L_{\varphi(\omega)}$, where $\varphi$ is explicitly expressed in terms of the Grigelionis characteristics of $X$. Decoupling inequalities and tangent processes are the main tool used in the proof.


1. Introduction. Semimartingales form a natural class of processes with respect to which the stochastic integration is feasible. More precisely, by results of C. Dellacherie and K. Bichteler, classical by now, they are a maximal space of processes $X$ for which the stochastic integral operator $F \rightarrow \int F d X$ is a continuous operator from the space of bounded predictable processes with the supremum norm into $L^{0}(\Omega, \mathscr{F}, P)$. Each semimartingale has random characteristics $B, \mu$ and $C$ (Section 4) which were originally introduced by B. Grigelionis. If $X$ has independent increments (and only in this case), $B, \mu$ and $C$ become deterministic, and in the case of a stochastically continuous process $X$ with independent increments they coincide with the usual Levy characteristics which appear in the Levy-Hinchin formula for the characteristic funclion of $X$.

The principal goal of the present paper is to describe analytically the space of $X$-integrable predictable processes in terms of the Grigelionis characteristics $B, \mu$ and $C$ of a semimartingale $X$. The space turns out to be a randomized Musielak-Orlicz space $\mathscr{L}_{\varphi}$, and an explicit formula for $\varphi$ as a functional of $B$, $\mu$ and $C$ is obtained (Section 6).

The above goal is achieved by:
(i) constructing a decoupled tangent process $\tilde{X}$ to $X$ (à la Jacod [11] and following an old idea of Ito [8]), which, in a sense, behaves as if it had independent increments (Section 4);

[^0](ii) showing, via decoupling inequalities, that $F$ is $X$-integrable if and only if $F$ is $\tilde{X}$-integrable, and proving that $\tilde{X}$-integrability of $F$ is equivalent to pathwise $\tilde{X}$-integrability of $F$ (Section 6);
(iii) obtaining a complete description of deterministic functions integrable with respect to a process with independent increments with given Lévy characteristics (Section 5).

Our exposition here is deliberately as elementary as we could make it and uses only basic martingale properties and stopping time techniques. Essentially, no prior knowledge of the semimartingale theory or of the general theory of stochastic integration is necessary here.

A primitive version of the ideas developed in this paper was used previously by the authors (cf. [16] and [17]) to study single and double stochastic integrals with respect to stochastically continuous, symmetric processes with independent increments.

The underlying ideas of this paper can be traced to many papers which exploited the "conditioning" techniques. Let us just mention here the papers by Burkholder [3], Hill [5], Itô [8], Jacod [11], Jakubowski [13], Jakubowski and Slonimski [14], Kallenberg [15], Szulga [23], which have closest connections to our subject matter.
2. Decoupling inequalities and tangent sequences. The present section is a collection of basic inequalities and definitions which are necessary for the development of material of Sections 3-6, and which are also of independent interest. The techniques are essentially those of Burkholder [2].

Let $(\Omega, \mathscr{F}, P)$ be a probability space and let $\mathscr{F}_{0} \subset \mathscr{F}_{1} \subset \mathscr{F}_{2} \subset \ldots$ be an ascending sequence of sub- $\sigma$-fields (filtration) of $\mathscr{F}$. For a sequence $\xi=\left(\xi_{i}\right)$ of random variables we put

$$
\xi^{*}:=\sup _{i}\left|\xi_{i}\right|, \quad \sum^{*} \xi_{i}:=\sup _{k}\left|\sum_{i=1}^{k} \xi_{i}\right|, \quad \sum_{*}^{*} \xi_{i}:=\sup _{k, l}\left|\sum_{i=k}^{l} \xi_{i}\right| .
$$

Definition 2.1. We shall say that two $\left(\mathscr{F}_{i}\right)$-adapted sequences of random variables $\left(\xi_{i}\right)$ and $\left(\eta_{i}\right)$ are tangent if for each $i=1,2, \ldots$

$$
\xi_{i} \sim \mathcal{F}_{i-1} \eta_{i},
$$

i.e. for each $c \in \mathbb{R}$ we have $P\left(\xi_{i}<c \mid \mathscr{F}_{i-1}\right)=P\left(\eta_{i}<c \mid \mathscr{F}_{i-1}\right)$ a.s.

Equivalently, $\left(\xi_{i}\right)$ and $\left(\eta_{i}\right)$ are tangent if, and only if, for each $\left(\mathscr{F}_{i}\right)$-predictable, bounded sequence $\left(v_{i}\right)\left(\right.$ i.e. $\left(v_{i}\right)$ is $\left(\mathscr{F}_{i-1}\right)$-adapted) and for each sequence of Borel measurable, bounded functions ( $\varphi_{i}$ ),

$$
\mathrm{E} v_{i} \varphi_{i}\left(\xi_{i}\right)=\mathrm{E} v_{i} \varphi_{i}\left(\eta_{i}\right), \quad i=1,2, \ldots
$$

so that, in particular, for any stopping time $\tau$ and any tangent sequences $\left(\xi_{i}\right)$ and ( $\eta_{i}$ ),

$$
\mathrm{E} \sum_{i=1}^{\tau} v_{i} \varphi_{i}\left(\xi_{i}\right)=\mathrm{E} \sum_{i=1}^{\tau} v_{i} \varphi_{i}\left(\eta_{i}\right)
$$

If $\left(\xi_{i}\right)$ and $\left(\eta_{i}\right)$ are tangent, then for any $\left(\mathscr{F}_{i}\right)$-predictable sequence $\left(v_{i}\right)$, the sequences ( $v_{i} \xi_{i}$ ) and ( $v_{i} \eta_{i}$ ) are tangent as well.

A simple example of tangent sequences (which also motivated our definition) is given by $\left(\xi_{i}\right)=\left(v_{i} \beta_{i}\right)$ and $\left(\eta_{i}\right)=\left(v_{i} \beta_{i}^{\prime}\right)$, where $\left(\beta_{i}\right),\left(\beta_{i}^{\prime}\right)$ are independent copies of a sequence of independent random variables and the sequence $\left(v_{i}\right)$ is predictable with respect to the filtration

$$
\mathscr{F}_{i}=\sigma\left(\beta_{1}, \ldots, \beta_{i}, \beta_{1}^{\prime}, \ldots, \beta_{i}^{\prime}\right), \quad i=1,2, \ldots
$$

In all the inequalities of this paper, sequences of random variables will always have only finitely many non-zero terms, so we need not concern ourselves with the question of convergence of their series. In this context the sign $\sum$ will always mean that the summation extends over all $i=1,2, \ldots$ Also, by definition,

$$
\left[\xi_{i}\right]^{c}= \begin{cases}c & \text { if } \xi_{i}>c, \\ \xi_{i} & \text { if }\left|\xi_{i}\right| \leqslant c, \\ -c & \text { if } \xi_{i}<-c .\end{cases}
$$

Routinely, the standard truncation [ ] ${ }^{1}$ will be written as [ ] and the brackets will not be used here for any other purpose. The first result of this section is a basic inequality which compares tail probabilities of maximal functions of sums of tangent sequences.

Theorem 2.1. Let $\left(d_{i}\right)$ and $\left(e_{i}\right)$ be two tangent sequences of random variables. Then, if $f_{n}=d_{1}+\ldots+d_{n}, g_{n}=e_{1}+\ldots+e_{n}, n=1,2, \ldots$, then, for each $a, b, c>0$ with $c \geqslant 2 b$,

$$
\begin{equation*}
P\left(f^{*}>a\right) \leqslant \frac{5}{4} \frac{2 b+c}{a}+3 P\left(g^{*}>b\right)+2 P\left(\sum^{*} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)>b\right) . \tag{2.1}
\end{equation*}
$$

Proof. Let $a, b, c$ be arbitrary positive real numbers with $c \geqslant 2 b$, and let us define stopping times

$$
\begin{gathered}
\sigma:=\inf \left\{k:\left|e_{k}\right|>c\right\}, \quad \tau:=\inf \left\{k:\left|\sum_{i=1}^{k}\left(\left[d_{i}\right]^{c}-\mathrm{E}\left(\left[d_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)\right)\right|>\frac{4}{5} a\right\}, \\
\varrho:=\inf \left\{k:\left|\sum_{i=1}^{k}\left[e_{i}\right]^{c}\right|>b\right\}, \quad \lambda:=\inf \left\{k:\left|\sum_{i=1}^{k+1} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)\right|>b\right\} .
\end{gathered}
$$

Clearly,

$$
\begin{aligned}
P\left(f^{*}>a\right) \leqslant & P\left(d^{*}>c\right)+P\left(\sum^{*}\left(\left[d_{i}\right]^{c}-\mathrm{E}\left(\left[d_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)\right)>\frac{4}{5} a\right) \\
& +P\left(\sum^{*} \mathrm{E}\left(\left[d_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)>\frac{1}{5} a\right),
\end{aligned}
$$

and, under the above notation, the three terms on the right-hand side can be
estimated from above as follows:

$$
\begin{aligned}
P\left(d^{*}>c\right) & \leqslant \mathrm{E} \sum_{i=1}^{\sigma} I\left(\left|d_{i}\right|>c\right)+P(\sigma<\infty)=\mathrm{E} \sum_{i=1}^{\sigma} I\left(\left|e_{i}\right|>c\right)+P(\sigma<\infty) \\
& =2 P\left(e^{*}>c\right) \leqslant 2 P\left(g^{*}>c / 2\right) \leqslant 2 P\left(g^{*}>b\right)
\end{aligned}
$$

Next

$$
\begin{aligned}
& P\left(\sum^{*}\left(\left[d_{i}\right]^{c}-\mathrm{E}\left(\left[d_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)\right)>\frac{4}{5} a\right) \\
& \leqslant P(\varrho<\infty)+P(\lambda<\infty)+\frac{5}{4} a^{-1}\left(\mathrm{E}\left(\sum_{i=1}^{\tau \wedge \varrho \wedge}\left(\left[d_{i}\right]^{c}-\mathrm{E}\left(\left[d_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)\right)\right)^{2}\right)^{1 / 2} \\
&= P\left(\sum^{*}\left[e_{i}\right]^{c}>b\right)+P\left(\sum^{*} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)>b\right) \\
&+\frac{5}{4} a^{-1}\left(\mathrm{E}\left(\sum_{i=1}^{\tau \wedge Q \wedge \lambda}\left(\left[e_{i}\right]^{c}-\mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)\right)\right)^{2}\right)^{1 / 2} \\
& \leqslant P\left(g^{*}>b\right)+P\left(\sum^{*} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)>b\right)+\frac{5}{4} \frac{2 b+c}{a},
\end{aligned}
$$

because, by the definitions of $\varrho$ and $\lambda$,

$$
\left|\sum_{i=1}^{\tau \wedge Q \wedge 2}\left(\left[e_{i}\right]^{c}-\mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)\right)\right| \leqslant 2 b+c .
$$

Inequality (2.1) is trivial in the case

$$
\frac{5}{4} \frac{2 b+c}{a} \geqslant 1
$$

so suppose that

$$
\frac{5}{4} \frac{2 b+c}{a}<1
$$

Then $a / 5>b$, and

$$
P\left(\sum^{*} \mathrm{E}\left(\left[d_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)>a / 5\right) \leqslant P\left(\sum^{*} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)>b\right),
$$

which, together with two previous estimates, gives inequality (2.1). Q.E.D.
Remark 2.1. In [18] we obtained a modified version of the inequality in Theorem 2.1 which is more useful for some applications. We proved there that if $a, b, c$ and $\left(d_{i}\right),\left(e_{i}\right)$ are as in Theorem 2.1, then

$$
P\left(f^{*}>a\right) \leqslant 6 \frac{b}{a}+3 \frac{a+c}{b} P\left(g^{*}>b\right)+2 P\left(\sum^{*} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)>b\right)
$$

It is also proved there that if, additionally, either $\left(d_{i}\right)$ (and hence also $\left(e_{i}\right)$ ) is a conditionally symmetric sequence, i.e., $d_{i} \sim_{\mathscr{F}_{i-1}}-d_{i}, i=1,2, \ldots$, or $\left(d_{i}\right)$ is
a non-negative sequence, then we simply have

$$
P\left(f^{*}>a\right) \leqslant 3\left(b / a+P\left(g^{*}>b\right)\right) .
$$

An interested reader is also referred to that paper for more results on tangent sequences.

The last term in the basic inequality (2.1) of Theorem 2.1 is, in general, quite complicated to evaluate. However, in the special case of conditionally independent sequences, to be defined below, it is controlled by the term $P\left(g^{*}>b\right)$, which considerably simplifies applying of Theorem 2.1.

Definition 2.2. An ( $\mathscr{F}_{i}$ )-adapted sequence $\left(e_{i}\right)$ is said to satisfy condition (CI) if there exists a $\sigma$-field $\mathscr{G} \subset \mathscr{F}$ such that $\mathscr{L}\left(e_{i} \mid \mathscr{F}_{i-1}\right)=\mathscr{L}\left(e_{i} \mid \mathscr{G}\right)$ a.s. for $i=1,2, \ldots$, and such that $\left(e_{i}\right)$ is a sequence of $\mathscr{G}$-conditionally independent random variables.

If $\left(e_{i}\right)$ satisfies condition (CI), then the $\sigma$-field $\mathscr{G}$ can always be selected to be equal to $\sigma\left(\mathscr{L}\left(e_{i} \mid \mathscr{F}_{i-1}\right), i=1,2, \ldots\right)$.

Lemma 2.1. If an ( $\mathscr{F}_{i}$ )-adapted sequence ( $e_{i}$ ) satisfies condition (CI), then for each $b>0, c \geqslant b / 4$

$$
P\left(\sum^{*} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)>b\right) \leqslant \frac{8(c+b)}{b} P\left(g^{*}>\frac{b}{8}\right),
$$

where $g_{n}=e_{1}+\ldots+e_{n}$.
Proof. If $\left(\xi_{i}\right)$ is a sequence of independent random variables, then, following [6], for any $s, t, a>0$ we have

$$
P\left(\sum^{*} \xi_{i}>s+t+a\right) \leqslant P\left(\xi^{*}>a\right)+P\left(\sum^{*} \xi_{i}>s\right) P\left(\sum_{*}^{*} \xi_{i}>t\right),
$$

and

$$
\int_{0}^{\infty} P\left(\sum^{*} \xi_{i}>2 s+t\right) d s \leqslant \int_{0}^{\infty} P\left(\xi^{*}>s\right) d s+P\left(\sum_{*}^{*} \xi_{i}>t\right) \int_{0}^{\infty} P\left(\sum^{*} \xi_{i}>s\right) d s
$$

so that

$$
\begin{equation*}
\mathrm{E} \sum^{*} \xi_{i} \leqslant \frac{t / 2+\mathrm{E} \xi^{*}}{1 / 2-P\left(\sum_{*}^{*} \xi_{i}>t\right)} \tag{2.2}
\end{equation*}
$$

for each $t$ for which the right-hand side is positive. Therefore, for each $c>t>0$,

$$
\begin{aligned}
\mathrm{E} \sum^{*}\left[\xi_{i}\right]^{c} & \leqslant \frac{t / 2+\mathrm{E} \sup _{i}\left|\left[\xi_{i}\right]^{c}\right|}{1 / 2-P\left(\sum_{*}^{*}\left[\xi_{i}\right]^{c}>t\right)} \\
& \leqslant \frac{t / 2+c P\left(\sup _{i}\left|\left[\xi_{i}\right]^{c}\right|>t\right)+t}{1 / 2-P\left(\sum_{*}^{*}\left[\xi_{i}\right]^{c}>t\right)} \leqslant \frac{3 t / 2+c P\left(\sum^{*} \xi_{i}>t / 2\right)}{1 / 2-P\left(\sum^{*} \xi_{i}>t / 2\right)}
\end{aligned}
$$

because, for $c>t,\left\{\sum_{*}^{*}\left[\xi_{i}\right]^{c}>t\right\} \subset\left\{\sum^{*} \xi_{i}>t / 2\right\}$. So, if $\sum^{*} \mathrm{E}\left[\xi_{i}\right]^{c}>4 t$, then

$$
P\left(\sum^{*} \xi_{i}>t / 2\right) \geqslant t /(2(c+4 t))
$$

Inserting $t=b / 4$ and applying the above implication to the $\mathscr{G}$-conditionally independent sequence $\left(e_{i}\right)$, we see that a.s. if $\sum^{*} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{G}\right) \geqslant b$, then

$$
P\left(\sum^{*} e_{i}>b / 8 \mid \mathscr{G}\right) \geqslant b(8(c+b))^{-1}
$$

Hence, integrating the last inequality over the event $\left\{\sum^{*} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{G}\right) \geqslant b\right\}$ we get

$$
P\left(\sum^{*} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{G}\right)>b\right) \leqslant \frac{8(c+b)}{b} P\left(\sum^{*} e_{i}>b / 8\right)
$$

which, in view of condition (CI), concludes the proof of Lemma 2.1.
The above lemma and Theorem 2.1 immediately give
Theorem 2.2. If $\left(d_{i}\right)$ and $\left(e_{i}\right)$ are tangent sequences and $\left(e_{i}\right)$ satisfies condition (CI), then for each $a, b>0$

$$
P\left(f^{*}>a\right) \leqslant 40 \frac{b}{a}+51 P\left(g^{*}>b\right)
$$

where $f_{n}=d_{1}+\ldots+d_{n}$ and $g_{n}=e_{1}+\ldots+e_{n}$.
The next lemma shows how the last term in the basic inequality (2.1) of Theorem 2.1 can also be controlled by another expression which will prove to be useful later on.

Lemma 2.2. If $\left(e_{i}\right)$ is an $\left(\mathscr{F}_{i}\right)$-adapted sequence, then, for each $a, b, c>0$ and $c \geqslant 2 a$,

$$
P\left(\sum\left|\mathbb{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)\right|>b\right) \leqslant \frac{a}{b}+2 \frac{b+c}{b} \sup _{\left(v_{i}\right) \in \mathscr{G}_{1}} P\left(\left|\sum v_{i} e_{i}\right|>a\right)
$$

where $\mathscr{P}_{1}$ is the class of all $\left(\mathscr{F}_{i}\right)$-predictable sequences $\left(v_{i}\right)$ such that $\left|v_{i}\right| \leqslant 1$, $i=1,2, \ldots$

Proof. Let $u_{i}=\operatorname{sgn} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right), i=1,2, \ldots$ Then $\left(u_{i}\right) \in \mathscr{P}_{1}$. Let

$$
\lambda:=\inf _{k}\left\{k:\left|\sum_{i=1}^{k} u_{i}\left[e_{i}\right]^{c}\right|>a\right\}
$$

Then we have

$$
\begin{aligned}
& P\left(\sum\left|\mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)\right|>b\right)=P\left(\sum u_{i} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)>b\right) \\
& \quad \leqslant P(\lambda<\infty)+\frac{\mathrm{E}\left(\sum_{i=1}^{\lambda} u_{i} \mathrm{E}\left(\left[e_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)\right)}{b}=P(\lambda<\infty)+\frac{\mathrm{E}\left(\sum_{i=1}^{\lambda} u_{i}\left[e_{i}\right]^{c}\right)}{b}
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant P\left(\sum^{*} u_{i}\left[e_{i}\right]^{c}>a\right)+\frac{a}{b} P\left(\sum^{*} u_{i}\left[e_{i}\right]^{c} \leqslant a\right)+\frac{a+c}{b} P\left(\sum^{*} u_{i}\left[e_{i}\right]^{c}>a\right) \\
& =\frac{a}{b}+\frac{b+c}{b} P\left(\sum^{*} u_{i}\left[e_{i}\right]^{c}>a\right) \leqslant \frac{a}{b}+\frac{b+c}{b}\left[P\left(\sum^{*} u_{i} e_{i}>a\right)+P\left(e_{i}^{*}>c\right)\right] \\
& \leqslant \frac{a}{b}+\frac{b+c}{b}\left[P\left(\sum^{*} u_{i} e_{i}>a\right)+P\left(\sum^{*} e_{i}>\frac{c}{2}\right)\right] \\
& \leqslant \frac{a}{b}+\frac{b+c}{b} 2 \sup _{\left(v_{i}\right) \in \mathscr{P}_{1}} P\left(\mid \sum v_{i} e_{i}>a\right),
\end{aligned}
$$

where the last inequality follows from the following simple Lemma 2.3. Q.E.D.
Lemma 2.3. For each ( $\left.\mathscr{F}_{i}\right)$-adapted sequence of random variables $\left(h_{i}\right)$

$$
P\left(\sum^{*} h_{i}>a\right) \leqslant \sup _{\left(p_{i}\right) \in \mathscr{F}_{1}} P\left(\left|\sum v_{i} h_{i}\right|>a\right) .
$$

The proof follows immediately by taking $v_{i}=I(\tau \geqslant i)$, where $\tau=$ $=\inf \left\{k:\left|\sum_{i=1}^{k} h_{i}\right|>a\right\}$.

Lemmas 2.2 and 2.3 and Theorem 2.1 immediately give
Corollary 2.1. For each $\varepsilon>0$ there exists a $\delta>0$ such that if $\left(d_{i}\right)$ and $\left(e_{i}\right)$ are tangent sequences and if the inequality $P\left(\left|\sum v_{i} d_{i}\right|>\delta\right)<\delta$ holds true for every $\left(\mathscr{F}_{i}\right)$-predictable sequence $\left(v_{i}\right)$ with $\left|v_{i}\right| \leqslant 1, i=1,2, \ldots$, then $P\left(\sum^{*} e_{i}>\varepsilon\right)$ $<\varepsilon$.

In general, the last term in the inequality (2.1) of Theorem 2.1 cannot be omitted. This can be seen from the following

Example 2.1. Let $\left(\xi_{i}\right)$ be a sequence of independent random variables and let $\left(\xi_{i}^{\prime}\right)$ be its independent copy. Define $d_{2 i+1}=\xi_{i}^{\prime}, d_{2 i+2}=-\xi_{i}, e_{2 i+1}=\xi_{i}$, $e_{2 i+2}=-\xi_{i}, i=0,1,2, \ldots$ Both sequences $\left(e_{i}\right)$ and $\left(d_{i}\right)$ are $\left(\mathscr{F}_{i}\right)$-adapted and tangent for $\mathscr{F}_{i}:=\sigma\left(d_{j} ; e_{j} ; j=1,2, \ldots, i\right)$. Moreover, $\left(d_{i}\right)$ has property (CI) with $\mathscr{G}=\sigma\left(\left(\xi_{i}\right)\right)$. In view of the construction, the partial sums of $\sum e_{i}$ are either 0 or $\xi_{i}$ and $\sum d_{i}=\sum\left(\xi_{i}^{\prime}-\xi_{i}\right)$. Hence, for each $a, b>0$,

$$
P\left(f^{*}>a\right) \geqslant P\left(\sum^{*}\left(\xi_{i}^{\prime}-\xi_{i}\right)>a\right) \quad \text { and } \quad P\left(g^{*}>b\right)=P\left(\xi_{i}^{*}>b\right)
$$

so that it is possible for $P\left(g^{*}>b\right)$ to be small without $P\left(f^{*}>a\right)$ being small.
3. Decoupled tangent sequences. Tangent sequences with property (CI) share many properties with sequences of independent random variables and the main idea of the present paper is to construct, for a given sequence $\left(d_{i}\right)$ (or, in subsequent sections, for a process), a tangent sequence (or process) with property (CI) (or its analogue for a process), and then, via inequalities of Section 2, deduce results about $\left(d_{n}\right)$ from results about independent random variables.

Defintion 3.1. Let $\left(d_{i}\right)$ be an $\left(\mathscr{F}_{i}\right)$-adapted sequence on a filtered probability space $\left(\Omega, \mathscr{F}, P ;\left(\mathscr{F}_{i}\right)\right)$. For any filtered space $\left(\Omega^{\prime}, \mathscr{F}^{\prime},\left(\mathscr{F}_{i}^{\prime}\right)\right)$ and any probability transition function $P^{\prime}: \Omega \times \mathscr{F} \rightarrow \boldsymbol{R}^{+}$, a sequence $\left(\tilde{d}_{i}\right)$ defined on $\tilde{\Omega}=\Omega \times \Omega^{\prime}$ and adapted to the filtration $\left(\tilde{\mathscr{F}_{i}}\right)=\left(\mathscr{F}_{i} \otimes \mathscr{F}_{i}^{\prime}\right)$ is said to be a decoupled tangent sequence to $\left(d_{i}\right)$ if
(a) for each $\omega \in \Omega,\left(\tilde{d}_{i}(\omega, \cdot)\right)$ is a sequence of independent random variables on ( $\Omega^{\prime}, \mathscr{F}^{\prime}, P^{\prime}(\omega, \cdot)$ ),
(b) the sequences $\left(\tilde{d}_{i}\right)$ and $\left(\bar{d}_{i}\right)$, where $\bar{d}_{i}\left(\omega, \omega^{\prime}\right):=d_{i}(\omega),\left(\omega, \omega^{\prime}\right) \in \Omega \times \Omega^{\prime}$, $i=1,2, \ldots$, are tangent on the filtered probability space $(\tilde{\Omega}, \tilde{\mathscr{F}}, \tilde{P} ;(\tilde{\mathscr{F}}))$, where $\tilde{P}$ is defined by the formula

$$
\tilde{P}(A \times B):=P \otimes P^{\prime}(A \times B)=\int_{A} P^{\prime}(\omega, B) P(d w), \quad A \in \mathscr{F}, B \in \mathscr{F}^{\prime} .
$$

(In the sequel, the trivial extension $\bar{d}_{i}$ of $d_{i}$ will be simply denoted by $d_{i}$ without any risk of misunderstanding.)

Clearly, a decoupled tangent sequence satisfies condition (CI) with respect to the $\sigma$-field $\mathscr{G}=\mathscr{F}$ (or, more precisely, with respect to $\mathscr{G}=\mathscr{F} \otimes\{\Omega, \mathscr{\varnothing}\}$ ).

For a given sequence $\left(d_{i}\right)$ there is a canonical way to construct a decoupled tangent sequence: Let $\Omega^{\prime}=\mathbb{R}^{N}, \mathscr{F}_{i}^{\prime}$ be the $\sigma$-field generated by the first $i$ coordinates in $\boldsymbol{R}^{N}$ and, finally, let

$$
P^{\prime}(\omega, B)=\left(\otimes_{i=1}^{\infty} \mathscr{L}\left(d_{i} \mid \mathscr{Y}_{i-1}\right)(\omega)\right)(B) .
$$

The sequence $\tilde{d}_{i}\left(\omega,\left(x_{j}\right)\right)=x_{i}, i=1,2, \ldots$, is a decoupled tangent sequence to $d_{i}, i=1,2, \ldots$

Example 3.1. Let

$$
(\Omega, \mathscr{F}, P)=\bigotimes_{i=1}^{\infty}\left(\Omega_{i}, \mathscr{H}_{i}, P_{i}\right)
$$

be an infinite product probability space with $\omega=\left(\omega_{1}, \omega_{2}, \ldots\right)$ and let $\mathscr{F}_{i}$ be the $\sigma$-field which depends only on the first $i$ coordinates $\omega_{1}, \ldots, \omega_{i}$. If $d_{i}$ $=d_{i}\left(\omega_{1}, \ldots, \omega_{i}\right), i=1,2, \ldots$, then the sequence

$$
\tilde{d}_{i}\left(\omega, \omega^{\prime}\right):=d_{i}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{i-1}, \omega_{i}^{\prime}\right), \quad i=1,2, \ldots
$$

defined on $\left(\Omega \times \Omega, \mathscr{F} \otimes \mathscr{F}, P \otimes P ;\left(\mathscr{F}_{i} \otimes \mathscr{F}_{i}\right)\right.$ is a decoupled tangent sequence to $\left(d_{i}\right)$. Note that in this case $P \otimes P$ is just a product measure.

In particular, if $\xi_{1}, \xi_{2}, \ldots$ is a sequence of independent random variables and $v_{1}, v_{2}, \ldots$ is a predictable sequence with respect to $\mathscr{F}_{i}=\sigma\left(\xi_{1}, \ldots, \xi_{i}\right)$ (i.e., $v_{i}$ is $\mathscr{F}_{i-1}$-measurable, $\left.i=1,2 ; \ldots\right)$ and $\left(d_{i}\right)=\left(v_{i} \xi_{i}\right)$, then $\left(\tilde{d}_{i}\right):=\left(v_{1} \xi_{1}^{\prime}\right)$, where $\left(\xi_{1}^{\prime}\right)$ is an independent copy of $\left(\xi_{i}\right)$, is a decoupled tangent sequence to $\left(d_{i}\right)$ (cf. [16]).

The following corollary, which paralles Corollary 2.1 (but formally does not follow from it), will play a pivotal role in Section 6 in applications of the notion of a decoupled tangent sequence to theory of stochastic integrals.

Corollary 3.1. For any $\varepsilon>0$ there exists a $\delta>0$ such that if $\left(\tilde{d}_{i}\right)$ is a decoupled tangent sequence to $\left(d_{i}\right)$ and if the inequality $P\left(\left|\sum v_{i} d_{i}\right|>\delta\right)<\delta$ holds true for every $\left(\mathscr{F}_{i}\right)$-predictable sequence $\left(v_{i}\right)$ with $\left|v_{i}\right| \leqslant 1, i=1,2, \ldots($ i.e. $\left.\left(v_{i}\right) \in \mathscr{P}_{1}\right)$, then

$$
\tilde{P}\left(\sum^{*} v_{i} \tilde{d}_{i}>\varepsilon\right)<\varepsilon
$$

for every such sequence $\left(v_{i}\right)$.
Proof. By Lemma 2.2 we have

$$
P\left(\sum^{*} \mathrm{E}\left(\left[v_{i} d_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)>b\right) \leqslant \frac{a}{b}+2 \frac{a+c}{b} \sup _{\left(w_{i}\right) \in \mathscr{P}_{1}} P\left(\left|\sum w_{i} d_{i}\right|>a\right)
$$

and, in view of the definition of $\tilde{P}$,

$$
\tilde{P}\left(\sum^{*} \mathrm{E}\left(\left[v_{i} \bar{d}_{i}\right]^{c} \mid \tilde{\mathscr{F}}_{i-1}\right)>b\right)=P\left(\sum^{*} \mathrm{E}\left(\left[v_{i} d_{i}\right]^{c} \mid \mathscr{F}_{i-1}\right)>b\right) .
$$

Similarly,

$$
P\left(\sum^{*} v_{i} d_{i}>a\right) \leqslant \sup _{\left(w_{i} \in \in \mathscr{F}_{1}\right.} P\left(\left|\sum w_{i} d_{i}\right|>a\right)
$$

by Lemma 2.3, and $\tilde{P}\left(\sum^{*} v_{i} \bar{d}_{i}>a\right)=P\left(\sum^{*} v_{i} d_{i}>a\right)$. Since the sequences $\left(v_{i} \bar{d}_{i}\right)$ and $\left(v_{i} \tilde{d}_{i}\right)$ are tangent on $(\tilde{\Omega}, \tilde{\mathscr{F}}, \tilde{P} ;(\tilde{\mathscr{F}}))$, an application of Theorem 2.1 concludes the proof. Q.E.D.
4. Decoupled tangent processes. Let $T=\left[0, t_{\infty}\right]$, let $(\Omega, \mathscr{F}, P ;(\mathscr{F}(t)))$ be a probability space with filtration satisfying the standard assumptions (i.e., right continuity and completeness), and let $X(t), t \in T$, be a process with sample paths in the Skorohod space $D(T)$ and adapted to $(\mathscr{F}(t))$. In the present section we describe a concept of a decoupled tangent process to $X(t)$ (which was introduced by Jacod [11] as a tangent process), study conditions for its existence and its properties.

Let

$$
\begin{equation*}
\pi^{n}=\left\{\left(t_{k}^{\eta}\right): 0=t_{0}^{n}<\ldots<t_{k_{n}}^{n}=t_{\infty}\right\} \tag{4.1}
\end{equation*}
$$

be a normal sequence of partitions of $T$ (i.e., $\lim _{n \rightarrow \infty} \max _{1 \leqslant k \leqslant k_{n}}\left|t_{k}^{n}-t_{k-1}^{n}\right|=0$ ). For each $n$, consider the sequence

$$
\begin{equation*}
d_{k}^{n}=X\left(t_{k}^{n}\right)-X\left(t_{k-1}^{n}\right), \quad k=1, \ldots, k_{n} \tag{4.2}
\end{equation*}
$$

which is $\left(\mathscr{F}\left(t_{k}^{n}\right)\right.$-adapted. Let $\left(\tilde{d}_{k}^{n}\right)$ be a decoupled tangent sequence to $\left(d_{k}^{n}\right)$ defined on the filtered probability space ( $\left.\tilde{\Omega}, \tilde{\mathscr{F}}^{\prime}, \tilde{P} ;\left(\tilde{\mathscr{F}}_{k}\right)\right)$ (depending on $n$ ) as described in Definition 3.1.

Next, let us define processes on ( $\tilde{\Omega}, \tilde{\mathscr{F}}, \tilde{P})$ by the formulas

$$
\tilde{X}^{n}(t):=\sum_{k: \sum_{k} \leqslant t} \tilde{d}_{k}^{n}, \quad n=1,2, \ldots,
$$

and random variables on $\Omega$, with values in the space of probability distributions
on $D(T)$, by the formula

$$
M_{X}^{n}(\omega):=\mathscr{L}\left(\tilde{X}^{n}(\omega, \cdot, t), t \in T\right), \quad n=1,2, \ldots
$$

Notice that by the definition of a decoupled tangent sequence, for each $\omega \in \Omega$, the stochastic process $\tilde{X}^{n}(\omega, \cdot, t), t \in T$, on $\Omega^{\prime}$, has independent increments with respect to the probability $P^{\prime}(\omega, \cdot)$.

Definition 4.1. We shall say that $X(t), t \in T$, admits a decoupled $\left(\pi^{r}\right)$-tangent process (the partition ( $\pi^{n}$ ) usually will not be explicitly mentioned, although see Remark 4.5) if the sequence of random variables $M_{X}^{n}, n=1,2, \ldots$, on $(\Omega, \mathscr{F}, P)$, with values being measures on $D(T)$, converges in probability $P$. As usual, the space of measures on $D(T)$ is equipped with the topology of weak convergence.

If $X(t), t \in T$, admits a decoupled tangent process, then any process $\tilde{X}(t)$, $t \in T$, defined on $\left(\Omega \times \Omega^{\prime}, \mathscr{F} \otimes \mathscr{F}^{\prime}, P \otimes P^{\prime} ;\left(\mathscr{F}(t) \otimes \mathscr{F}^{\prime}(t)\right)\right)$, where $\left(\Omega^{\prime}, \mathscr{F}^{\prime}\right.$, $\left(\mathscr{F}^{\prime}(t)\right)$ ) is a filtered space and $P^{\prime}: \Omega \times \mathscr{F} \rightarrow \boldsymbol{R}^{+}$is a probability transition function, is called a decoupled tangent process to $X$ as long as the following two conditions are satisfied:
(i) $\tilde{X}$ has sample paths in $D(T)$ and is adapted to $\mathscr{F}^{\prime}(t) \otimes \mathscr{F}^{\prime}(t), t \in T$;
(ii) for $P$-a.a. $\omega \in \Omega$

$$
\mathscr{L}(\tilde{X}(\omega, \cdot, t), t \in T)=M_{X}^{\infty}(\omega), \quad \text { where } M_{X}^{\infty}=P-\lim _{n \rightarrow \infty} M_{X}^{n} .
$$

Once $X(t)$ admits a decoupled tangent process, a canonical way to construct it is as follows: choose $\Omega^{\prime}=D(T), \mathscr{F}(t)=\sigma\left(\omega^{\prime}(s), s \leqslant t\right), \mathscr{F}^{\prime}=$ $\mathscr{F}^{\prime}\left(t_{\infty}\right), P(\omega, \cdot)=M_{X}^{\infty}(\omega, \cdot)$, and set $\tilde{X}\left(\omega, \omega^{\prime}, t\right)=\omega^{\prime}(t)$.

Remark 4.1. It is clear that, for $P$-a.a. $\omega \in \Omega, \tilde{X}(\omega, \cdot, t), t \in T$, is a process defined on ( $\Omega^{\prime}, \mathscr{F}^{\prime}, P^{\prime}(\omega, \cdot)$ ), which has independent increments and sample paths in $D(T)$.

If $X(t), t \in T$, is itself a process with independent increments, then it admits a decoupled tangent process $\tilde{X}$ which can be taken to be an independent copy of $X$. More precisely, $\tilde{X}$ can be defined by the formula

$$
\tilde{X}\left(\omega, \omega^{\prime}\right)=X\left(\omega^{\prime}\right), \quad\left(\omega, \omega^{\prime}\right) \in \Omega \times \Omega .
$$

Strongly predictable processes $X$ (i.e., processes such that there exists and $\varepsilon>0$ such that, for all $t \in T, X(t)$ is $\mathscr{F}(t-\varepsilon)$-measurable) also admit a decoupled tangent process. In this case we can take $\tilde{X}\left(\omega, \omega^{\prime}, t\right)=X(\omega, t), t \in T,\left(\omega, \omega^{\prime}\right) \in \Omega \times \Omega$.

A process $X$ with sample paths in $D(T)$ is said to be left quasi-continuous if for each $\varepsilon>0$ there exists a $\delta>0$ such that for any stopping times $\tau, \sigma, \tau \leqslant \sigma$, such that $P(\sigma-\tau>\delta)<\delta$ we have

$$
P\left(\sup _{\tau \leqslant s, t \leqslant \sigma}|X(s)-X(t)|>\varepsilon\right)<\varepsilon .
$$

This definition, which is handy for our purposes, is equivalent to the usual one (cf., e.g., [9]).

The class of left quasi-continuous processes in $D(T)$ admitting a decoupled tangent process was characterized by Jacod [11]. In particular, he proved that any left quasi-continuous semimartingale admits a decoupled tangent process as well. This result is what we need in Section 6, and we discuss it below in some detail sketching also its strengthening with a proof based on inequalities of Section 2.

We begin by introducing what we call Grigelionis characteristics of the process $X$.

The first characteristic is a predictable process $B(t), t \in T$, in $D(T)$ defined by the formula

$$
\begin{equation*}
B:=P-\lim _{n \rightarrow \infty} B_{n}, \tag{4.3}
\end{equation*}
$$

where the convergence is in the space $D(T)$, and

$$
\begin{equation*}
B_{n}(t)=\sum_{k: t_{k}^{n} \leqslant t} \mathrm{E}\left(\left[d_{k}^{n}\right] \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right), \quad t \in T . \tag{4.4}
\end{equation*}
$$

As in (4.1), $t_{1}^{n}, \ldots, t_{k_{n}}^{n} \in \pi^{n}$ and ( $d_{k}^{n}$ ) is defined by (4.2).
The second and third characteristics are a predictable random measure $\mu$ supported on $T \times(R \backslash\{0\})$ and a predictable process $C(t), t \in T$, which are simultaneously defined by the condition that for each $t \in T$ and each $f \in \mathscr{R}:=\left\{f: f\right.$ is bounded and continuous on $\boldsymbol{R}$ and $\lim _{x \rightarrow 0} f(x) / x^{2}=\frac{1}{2} f^{\prime \prime}(0)$ exists and is finite $\}$

$$
\begin{equation*}
\frac{1}{2} f^{\prime \prime}(0) C(t)+\int_{R} \int_{0}^{t} f(x) \mu(d s, d x)=K(f)(t), \tag{4.5}
\end{equation*}
$$

where $K(f)(t)=P-\lim _{n \rightarrow \infty} K_{n}(f)(t)$, the limit is in $D(T)$, and

$$
\begin{equation*}
K_{n}(f)(t):=\sum_{k: t_{k} \leqslant t} \mathrm{E}\left(f\left(d_{k}^{n}-\mathrm{E}\left(\left[d_{k}^{n}\right] \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right) \tag{4.6}
\end{equation*}
$$

Of course, the above characteristics need not exist in general, but the following proposition shows that once $B$ exists, $\mu$ and $C$ do exist as well. The proposition can be proved using the machinery of the theory of semimartingales but we propose here an elementary proof which can be found in the Appendix.

Proposition 4.1. If $X(t), t \in T$, is a left quasi-continuous process and $\left(\pi^{n}\right)$ is a nested normal sequence of partitions of $T$, and the characteristic $B$ exists, then the characteristics $\mu$ and $C$ are also well defined, the convergence in (4.3), (4.5) and (4.6) is uniform, rather than only in $D(T)$, and the processes $B, C$ and $K(f)$, $f \in \mathscr{R}$, have sample paths in the space $C(T)$ of continuous functions.

Remark 4.2. If $X(t), t \in T$, is a process with independent increments, then $B, \mu$ and $C$ are deterministic and are well known as the so-called Lévy characteristics of $X$. It is easy to see that $X$ is stochastically continuous if and
only if the functions $B$ and $K(f), f \in \mathscr{R}$, are continuous. In this case $B, \mu$, and $C$ are, of course, the quantities appearing in the Lévy-Hinchin formula for $X$ (cf. Section 5).

The next theorem, which explains a connection between the existence of Grigelionis characteristics and the existence of decoupled tangent processes for processes in $D(T)$, extends a result of Jacod [11].

Theorem 4.1. A left quasi-continuous process $X$ in $D(T)$ admits a decoupled tangent process if and only if the Grigelionis characteristic B exists for it.

Proof. We shall restrict ourselves to the proof of the "if" part which is the only one needed in what follows. Besides, a proof of the "only if" part can be found in [11]. So, assume that $B$ exists for $X$. To show that $X$ admits a decoupled tangent process (Definition 4.1) we need to show the weak convergence of $M_{X}^{n}$.

For each fixed $\omega \in \Omega$ and for the process with independent increments $\tilde{X}^{n}(\omega, \cdot, \cdot)$, the first characteristic $B(\cdot)$ and the functional $K(f)(\cdot), f \in \mathscr{R}$, coincide with $B_{n}(\omega, \cdot)$ and $K_{n}(f)(\omega, \cdot)$. If they converge uniformly to continuous functions $B(\omega, \cdot)$ and $K(f)(\omega, \cdot)$ (for $f$ in a countable dense set in $\mathscr{R}$, then, by a criterion of weak convergence for processes with independent increments (cf. [10]), the processes $\tilde{X}^{n}(\omega, \cdot, \cdot)$ converge weakly to a process with independent increments with first characteristic $B(\omega, \cdot)$ and the functional $K(f)(\omega, \cdot)$, which uniquely determine the distribution of this process. This, and the standard subsequence argument, immediately conclude the proof. Q.E.D.

Remark 4.3. The above proof follows the original Jacod's [11] approach. However, the basic inequality of Theorem 2.1 creates also a possibility for the following, a little more direct, proof. It follows from Theorem 2.1 that for each two stopping times $\sigma$ and $\tau$ on $(\Omega, \mathscr{F}, P ;(\mathscr{F}(t)))$ with values in $\pi^{n}$ we have, for each $\varepsilon, \delta>0$,

$$
\begin{aligned}
& P \otimes P_{n}^{\prime}\left(\sup _{\sigma<t \leqslant \tau}\left|\tilde{X}^{n}(t)-\tilde{X}^{n}(\sigma)\right|>\varepsilon\right) \\
& \leqslant \frac{5 \delta}{\varepsilon}+3 P\left(\sup _{\sigma<t \leqslant \tau}|X(t)-X(\sigma)|>\delta\right)+2 P\left(\sum_{k: \sigma<t t_{k}^{n} \leqslant \tau}^{*} \mathrm{E}\left(\left[d_{k}^{n}\right]^{2 \delta} \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)>\delta\right) .
\end{aligned}
$$

Now, the Aldous [1] method can be used to prove the tightness of processes $\tilde{X}^{n}$ and the convergence of characteristics permits identification of the limit.

In the next few paragraphs we discuss the situation when $X$ is a semimartingale, i.e. a sum of an $\left(\mathscr{F}_{t}\right)$-local martingale and an $\left(\mathscr{F}_{t}\right)$-adapted process with sample paths with finite variation on finite intervals.

Since for any left quasi-continuous semimartingale the characteristic $B$ exists (cf. Appendix), we obtain thus the following result of J. Jacod.

Corollary 4.1. Any left quasi-continuous semimartingale admits a decoupled tangent process for each normal sequence of partitions ( $\pi^{n}$ ).

Remark 4.4. If $X(t), t \in T$, is a left quasi-continuous semimartingale on $(\Omega, \mathscr{F}, \mathscr{F}(t), P)$, then the Grigelionis characteristics $B, \mu$, and $C$ are uniquely characterized by the following property: For each $u \in \mathbb{R}$ the process

$$
\begin{equation*}
A(u, t)=i u B(t)-\frac{u^{2} C(t)}{2}+\int_{0}^{t} \int_{\boldsymbol{R}}\left(e^{i u x}-1-i u[x]\right) \mu(d s, d x) \tag{4.7}
\end{equation*}
$$

is a unique predictable process of bounded variation such that $A(u, 0)=0$ and such that $\exp (i u X(t)-A(u, t)), t \in T$, is a local martingale (cf. [11]). Note that if $X$ is not left quasi-continuous, then the characteristic $B$ need not exist as defined (cf. [4]) and another definition of $B$ is necessary.

Remark 4.5. In the case where a semimartingale $X$ is left quasi--continuous the Grigelionis characteristics $\mu$ and $C$ may be defined by the equation ( $f \in \mathscr{R}$ )

$$
\frac{1}{2} f^{\prime \prime}(0) C(t)+\int_{R}^{t} \int_{0}^{t} f(x) \mu(d s, d x)=\lim _{n \rightarrow \infty} \sum_{k: t_{k}^{n} \leqslant t} \mathrm{E}\left(f\left(d_{k}^{n}\right) \mid F\left(t_{k-1}^{n}\right)\right)
$$

and, moreover, the above limit is in $C(T)$ (cf. Appendix 7.0). This is the definition of $\mu$ and $C$ that we will use in Sections 5 and 6.

Remark 4.6. In general, the existence of a tangent process, as well as the existence of the Grigelionis characteristic $B$, depends on the initial choice of the sequence of partitions $\left(\pi^{n}\right)$. In fact, it is possible to construct a process $X$ with continuous sample paths and a nested sequence of partitions ( $\pi^{n}$ ) such that on two of its subsequences, say ( $\pi_{1}^{n}$ ) and ( $\pi_{2}^{n}$ ), $X$ admits decoupled ( $\pi_{1}^{n}$ )- and $\left(\pi_{2}^{n}\right)$-tangent processes with different Grigelionis characteristics. (This solves a problem posed by Jacod [11].)

Indeed, let $r_{k}^{n}, n=1,2, \ldots, k=1,2, \ldots, 4^{n-1}$, be independent Rademacher random variables on ( $\Omega, \mathscr{F}, P$ ). Define

$$
X_{t}^{n}=\frac{1}{n^{2}} \sum_{k=1}^{4^{n-1}} r_{k}^{n}\left\{\left(1-\left|4^{n} t-4 k+2\right|\right) \vee 0\right\} \quad \text { for } t \in[0,1]=T,
$$

and then put

$$
X_{t}=\sum_{n=1}^{\infty} X_{t}^{n},
$$

where the series is uniformly convergent in view of $\left\|X_{t}^{n}\right\|_{\infty} \leqslant 1 / n^{2}$, so that ( $X_{t}$ ) is in $C(T)$ because each $\left(X_{t}^{n}\right)$ is in $C(T)$, and

$$
\mathscr{F}_{t}=\bigcap_{s>t} \mathscr{G}_{s}=\sigma\left(\left(X_{u}^{n}\right)_{u \leqslant s}, n=1,2, \ldots\right)
$$

If $\pi_{1}^{n}=\left(k / 4^{n}\right), k=0,1,2, \ldots, 4^{n}$, is a sequence of partitions of $[0,1]$, then

$$
\mathrm{E}\left(\Delta X_{k / 4^{n}} \mid \mathscr{F}_{(k-1) / 44^{n}}\right)=\Delta X_{k / 4^{n}}
$$

so that

$$
\lim _{n \rightarrow \infty} \sum_{k / 4^{n} \leqslant t} \mathrm{E}\left(\Delta X_{k / 4^{n}} \mid \mathscr{F}_{(k-1) / 4^{n}}\right)=\lim _{n \rightarrow \infty} X_{\left[t 4^{n}\right] / 4^{n}}=X_{t}
$$

Hence $B$ exists and $B=X$. Also

$$
\sum_{k / 4^{n} \leqslant t} \mathrm{E}\left(\left(\Delta X_{k / 4^{n}}-\mathrm{E}\left(\Delta X_{k / 4^{n}} \mid \mathscr{F}_{(k-1) / 4^{n}}\right)\right)^{2} \mid \mathscr{F}_{k / 4^{n-1}}\right)=0
$$

so that $\mu \equiv 0$ and $C \equiv 0$.
On the other hand, if $\pi_{2}^{n}=\left(2 k / 4^{n}\right), k=0,1, \ldots, 4^{n / 2}$,

$$
\begin{aligned}
& \mathrm{E}\left(\Delta X_{2 k / 4^{n}}^{m} \mid \mathscr{F}_{2(k-1) / 4^{n}}\right) \\
& \quad= \begin{cases}\Delta X_{2 k / 4^{n}}^{m} & \text { if } m \neq n \text { or if } m=n \text { and } k \text { is odd }, \\
0=\Delta X_{2 k / 4^{n}}^{n}-n^{-2} r_{k}^{n} & \text { if } m=n \text { and } k \text { is even, }\end{cases} \\
& \mathrm{E}\left(\Delta X_{2 k / 4^{n}} \mid \mathscr{F}_{2(k-1) / 4^{n}}\right)= \begin{cases}\Delta X_{2 k / 4^{n}} & \text { for odd } k, \\
\Delta X_{2 k / 4^{n}}-n^{-2} r_{k}^{n} & \text { for even } k,\end{cases}
\end{aligned}
$$

and

$$
B^{n}(t)=\sum_{2 k / 4^{n} \leqslant t} \mathrm{E}\left(\Delta X_{2 k / 4^{n}} \mid \mathscr{F}_{2(k-1) / 4^{n}}\right)=X_{t}-n^{-2} \sum_{2 k / 4^{n} \leqslant t} r_{k}^{n}
$$

Clearly, $B^{n}(t)$ does not converge in any sense as $n \rightarrow \infty$.
The above construction can be easily fine-tuned to yield the desired counterexample.
5. Stochastic integrals: deterministic integrands, integrators with independent increments. In the present section, which is independent of the remainder of the paper, we collect basic facts on Wiener-type integrals of the form $\int f d X$, where $f$ is a deterministic function and $X$ is a process with independent increments. As we shall see in Section 6 understanding of such integrals is critical for explaining the structure of general predictable processes which are integrable with respect to semimartingales. A number of authors studied these integrals in a similar spirit under various restrictions on $X$ (cf. Urbanik and Woyczyński [25] for symmetric, stationary and stochastically continuous $X$, Urbanik [24] for $X$ symmetric, stochastically continuous but not necessarily stationary, and Rosiński [21] for stationary, stochastically continuous, but not necessarily symmetric $\boldsymbol{X}$ ). Since what we need in Section 6 are results in the general case, with no assumptions on stationarity or symmetry of $X$, for the benefit of the reader, we provide these results below (even without assumption of stochastic continuity) with concise proofs.

Let $X(t), t \in T$, be a process with independent increments with sample paths in the Skorohod space $D(T)$, and let, as before, $\pi^{n}=\left(t_{k}^{n}\right)$ be a normal nested sequence of partitions of $T$, i.e., $\max _{k}\left|t_{k}^{n}-t_{k-1}^{n}\right| \rightarrow 0$ as $n \rightarrow \infty$ and $\pi^{n} \subset \pi^{n+1}, n=1,2, \ldots$ We will assume that $\bigcup_{n} \pi^{n}$ contains all the points of
stochastic discontinuity of the process $X$. The Lévy characteristics $B, \mu$ and $C$ (compare with Section 4, Remark 4.5) of $X$ are defined as follows:

$$
\begin{equation*}
B(t)=\lim B_{n}=\lim _{n \rightarrow \infty} \sum_{k: t_{k}^{n} \leqslant t} \mathrm{E}\left[d_{k}^{n}\right], \quad t \in T, \tag{5.1}
\end{equation*}
$$

where $d_{k}^{n}=X\left(t_{k}^{n}\right)-X\left(t_{k-1}^{n}\right) . B(t)$ is a well-defined function in $D(T)$ and the convergence is uniform (see Appendix 7.P). From now on, in this section, we will assume that $B(t)$ is a function of bounded variation on $T(B \in \mathrm{BV}(T))$. It was noticed by Prekopa [20] that the condition $B \in \operatorname{BV}(T)$ is a necessary and sufficient condition for the stochastic integral with respect to $X$ to exist (under any reasonable definition of the integral). This fact also follows easily from the methods developed below. If $B \in \operatorname{BV}(T)$, then (see Appendix 7.P)

$$
\begin{equation*}
\operatorname{Var} B(t)=\lim _{n \rightarrow \infty} \sum_{k: t_{k}^{n} \leqslant t}\left|\mathrm{E}\left[d_{k}^{n}\right]\right|, \quad t \in T . \tag{5.2}
\end{equation*}
$$

In the case of $B \in \operatorname{BV}(T)$, the condition

$$
\begin{equation*}
\frac{1}{2} f^{\prime \prime}(0) C(t)+\int_{R} \int_{0}^{t} f(x) \mu(d s, d x)=\lim _{n \rightarrow \infty} \sum_{k: t_{k}^{\prime} \leqslant t} \mathrm{E} f\left(d_{k}^{n}\right) \tag{5.3}
\end{equation*}
$$

satisfied for each $f \in \mathscr{R}:=\{f: f$ is bounded and continuous on $\boldsymbol{R}$ and $\lim _{x \rightarrow 0} f(x) / x^{2}=\frac{1}{2} f^{\prime \prime}(0)$ exists and is finite $\}$ uniquely determines a positive measure $\mu$ supported on $T \times(\boldsymbol{R} \backslash\{0\})$ and a function $C: T \rightarrow \boldsymbol{R}^{+}$. The measure $\mu$ fulfills the condition

$$
\begin{equation*}
\int_{R} \int_{T}\left(1 \wedge x^{2}\right) \mu(d s, d x)<\infty \tag{5.4}
\end{equation*}
$$

and the function $C$ is continuous and non-decreasing.
Recall that if $X$ is stochastically continuous, then the Lévy characteristics of $X$ introduced above determine its characteristic functions and

$$
\mathrm{E} e^{i u X(t)}=\exp \left\{i B(t) u-\frac{C(t)}{2} u^{2}+\int_{R}^{t} \int_{0}^{t}\left(e^{i x u}-1-i u[x]\right) \mu(d s, d x)\right\} .
$$

Let $v$ be a measure on $T$ defined by the formula

$$
\begin{equation*}
v(d s)=|d B(s)|+d C(s)+\int_{R}\left(1 \wedge x^{2}\right) \mu(d s, d x) \tag{5.5}
\end{equation*}
$$

If $f$ is a step function, i.e. a linear combination of functions $I_{[s, t]}$, we define $\int_{T} f d X$ in an obvious way, and in this case define

$$
\begin{equation*}
\varrho_{X}^{\operatorname{det}}(f):=\sup \left\{\left\|\int_{T} v f d X\right\|_{0}: v \text { is a step function, }|v| \leqslant 1\right\} . \tag{5.6}
\end{equation*}
$$

Here and thereafter $\|\xi\|_{0} \stackrel{\text { df }}{=} \mathrm{E}|[\xi]|=\mathrm{E}|\xi| \wedge 1$.
Definition 5.1. A deterministic function $f: T \rightarrow \boldsymbol{R}$ is said to be $X$-integrable (in short, $f \in L^{\text {det }}(d X)$ ) if there exists a sequence $\left(f_{n}\right)$ of step functions such that
(i) $f_{n} \rightarrow f v$-a.e.;
(ii) $\varrho_{X}^{\text {det }}\left(f_{n}-f_{m}\right) \rightarrow 0$ as $n, m \rightarrow \infty$.

If $f \in L^{\text {det }}(d X)$, then, by definition, $\int_{T} f d X=P-\lim _{n} \int_{T} f_{n} d X$.
Remark 5.1. It follows from Theorem 5.1 that $\int f d X$ defined in such a way is independent of the choice of $\left(f_{n}\right)$.

Our main goal in this section is to characterize functions in $L^{\text {det }}(d X)$ in terms of the three Lévy characteristics of $X$, and in order to accomplish this we need to introduce the following notation. Let, by the Randon-Nikodým Theorem,

$$
\begin{equation*}
d B(s)=b(s) v(d s), \quad d C(s)=c(s) v(d s) \tag{5.7}
\end{equation*}
$$

and let

$$
\begin{equation*}
\mu(d s, d x)=\hat{v}(s, d x) v(d s) \tag{5.8}
\end{equation*}
$$

represent the desintegration of $\mu$. Furthermore, let

$$
\begin{align*}
k(s, x)= & \int_{R}\left\{1 \wedge(x u)^{2}\right\} \hat{v}(s, d u)+c(s) x^{2} \\
l(s, x)= & \int_{\boldsymbol{R}}([x u]-x[u]) \hat{v}(s, d u)+b(s) x  \tag{5.9}\\
& 1(s, x)=\sup _{|y| \leqslant|x|} l(s, y)
\end{align*}
$$

and, finally, let

$$
\begin{equation*}
\varphi(s, x)=k(s, x)+1(s, x) \tag{5.10}
\end{equation*}
$$

The function $\varphi$ is measurable in $s$, continuous and symmetric in $x$, and increasing in $x$ for $x \geqslant 0$. Moreover, for each $s, \varphi$ fulfills the condition $\left(\Delta_{2}\right)$ :

$$
\begin{equation*}
\varphi(s, 2 x) \leqslant 5 \varphi(s, x), \quad x \in \mathbb{R}^{+} . \tag{5.11}
\end{equation*}
$$

Indeed, we have

$$
l(s, 2 x)=2 l(s, x)+\int_{R}([2 x u]-2[x u]) \hat{v}(s, d x) \leqslant 2 l(s, x)+k(s, x),
$$

because $|[2 x u]-2[x u]| \leqslant 1 \wedge(x u)^{2}$ for all $x, u$. Hence $1(s, 2 x) \leqslant 21(s, x)$ $+k(s, x)$, and, since $k(s, 2 x) \leqslant 4 k(s, x)$, we get (5.11). Under these circumstances, the so-called Musielak-Orlicz space

$$
\begin{equation*}
L^{\varphi}(d v)=\left\{f: \Phi(f):=\int_{T} \varphi(s, f(s)) v(d s)<\infty\right\} \tag{5.12}
\end{equation*}
$$

is a linear space. The modular $\Phi$ induces on $L^{\varphi}(d v)$ a topology of a complete linear metric space in which step functions are dense (cf., e.g., [19]).

The following Theorem 5.1 gives a complete characterization of functions which are $X$-integrable, and we precede it with recall of a version of the three series theorem and the Lévy-Octaviani inequality.

Proposition 5.1. Let $\xi_{i}, i=1, \ldots, n$, be a sequence of independent random variables. Then:
(i) If $\left\|\sum^{*} \xi_{i}\right\|_{0}$ is small, then $\sum \mathrm{E}\left[\xi_{i}\right], \sum\left\{\mathrm{E}\left(\left[\xi_{i}\right]\right)^{2}-\left(\mathrm{E}\left[\xi_{i}\right]\right)^{2}\right\}$ and $\sum P\left(\left|\xi_{i}\right|>1\right)$ are small.
(ii) If $\sum \mathrm{E}\left[\xi_{i}\right]$ and $\sum \mathrm{E}\left(\left[\xi_{i}\right]\right)^{2}$ are small, then $\left\|\sum \xi_{i}\right\|_{0}$ is small.
(iii) $P\left(\sum^{*} \xi_{i}>\varepsilon\right) \leqslant 3 \sup _{1 \leqslant j \leqslant n} P\left(\left|\sum_{i=1}^{j} \xi_{i}\right|>\varepsilon / 3\right)$ for each $\varepsilon>0$.

Here and thereafter the generic implication "if $A$ is small, then $B$ is small" means that for each $\varepsilon>0$ there exists a $\delta>0$, depending only on $\varepsilon$, such that $A<\delta$ implies $B<\varepsilon$.

Theorem 5.1. $f \in L^{\mathrm{det}}(d X)$ if and only if $f \in L^{\varphi}(d v)$. Moreover, $\varrho_{X}^{\operatorname{det}}(f)$ is small if and only if $\Phi(f)$ is small.

It is clear that to prove Theorem 5.1 it suffices to demonstrate that for a step function $f$ both $\varrho_{X}^{\text {det }}(f)$ and $\Phi(f)$ are simultaneously small, and to accomplish this we need the following

Lemma 5.1. Let $\Lambda(f):=\int_{T} 1(s, f(s)) v(d s)$ and $\tilde{\Lambda}(f):=\int_{T} l(s, f(s)) v(d s)$. Then, for any step function $f$,

$$
\begin{equation*}
\Lambda(f)=\sup \{\tilde{\Lambda}(v f): v \text { is a step function, }|v| \leqslant 1\} \tag{5.13}
\end{equation*}
$$

Proof. Let us define

$$
\begin{equation*}
v_{X}(s, x)=v(s, x):=\min \{r:|r| \leqslant 1, l(s, x)=l(s, r x)\} \tag{5.14}
\end{equation*}
$$

Then $v(s, x)$ is measurable in $(s, x)$ because, for each $\alpha,-1 \leqslant \alpha \leqslant 1$,

$$
\{v(s, x) \leqslant \alpha\}=\left\{1_{\alpha}(s, x)=1(s, x)\right\}
$$

where $1_{\alpha}(s, x)=\max _{-1 \leqslant r \leqslant \alpha} l(s, r x)$ is measurable in $s$ and continuous in $x$. So $v(f)(s)=v(s, f(s))$ is also measurable in $s$ and $|v(s, f(s))| \leqslant 1$ for all $s \in T$. Now, by the definition of $v$, we have $\Lambda(f)=\tilde{\Lambda}(v(f) f)$, and an approximation of $v(f)$ by step functions gives (5.13). Q.E.D.

Proof of Theorem 5.1. Let $f$ be a step function. Without loss of generality, we may assume that all jumps of $f$ are contained in $\pi^{n}$ for some $n$. Then, for each $m>n$ we have

$$
\begin{equation*}
\sum_{i} \mathrm{E}\left[f\left(t_{i}^{m}\right) d_{i}^{m}\right]=\sum_{k} \sum_{t_{k-1}^{m}<t_{i}^{m} \leqslant t_{k}^{m}} \mathrm{E}\left[f\left(t_{i}^{m}\right) d_{i}^{m}\right] \tag{5.15}
\end{equation*}
$$

The function $[u x]-u[x]$ belongs to $\mathscr{R}$ (see (5.3)) for each $u$. So, for each fixed $k$, taking $u=f\left(t_{k}^{m}\right)$ (wich happens to be equal to $f\left(t_{k}^{n}\right)$ as long as $t_{k-1}^{n}<t_{i}^{m} \leqslant t_{k}^{\eta}$ ), by ( 5.1 ), (5.2), and by the definition of $l$ (see (5.9)), we obtain

$$
\begin{aligned}
\lim _{m \rightarrow \infty} \sum_{t_{k-1}^{n}<t_{i}^{m} \leqslant \eta_{k}^{n}} \mathrm{E} & {\left[f\left(t_{i}^{m}\right) d_{i}^{m}\right] } \\
& =\lim _{m \rightarrow \infty} \sum_{t_{k-1}^{n}<t_{i}^{m} \leqslant t_{k}^{\prime}}\left(\mathbb{E}\left(\left[f\left(t_{k}^{n}\right) d_{i}^{m}\right]-f\left(t_{k}^{n}\right)\left[d_{i}^{m}\right]\right)+\mathrm{E} f\left(t_{k}^{n}\right)\left[d_{i}^{m}\right]\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{\boldsymbol{R}} \int_{t_{k-1}^{n}<s \leqslant t_{k}^{n}}\left(\left[f\left(t_{k}^{\eta}\right) x\right]-f\left(t_{k}^{\eta}\right)[x]\right) \mu(d s, d x) \\
& \quad+\int_{t_{k-1}^{n}<s \leqslant t_{k}^{n}} f\left(t_{k}^{\eta}\right) d B(s)=\int_{\boldsymbol{R}} \int_{\left(t_{k-1}+x_{k}^{n}\right]} l(s, f(s)) v(d s) .
\end{aligned}
$$

Hence we conclude that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{i} \mathrm{E}\left[f\left(t_{i}^{m}\right) d_{i}^{m}\right]=\tilde{\Lambda}(f) \tag{5.16}
\end{equation*}
$$

Similarly, by (5.2), for each $k=1,2, \ldots, k_{n}$ we have

$$
\begin{aligned}
& \lim _{m \rightarrow \infty} \sum_{t_{k-1}^{m}<t_{T}^{m} \leqslant t_{k}^{m}} \mathrm{E}\left(\left[f\left(t_{i}^{m}\right) d_{i}^{m}\right]\right)^{2}=\int_{\left(t_{k}^{\prime}-1, t_{k}^{n}\right]}\left(\left[f\left(t_{k}^{n}\right) x\right]\right)^{2} \mu(d s, d x) \\
& =\int_{\left(t_{k}^{n}-1, t t_{k}\right]} k(s, f(s)) v(d s),
\end{aligned}
$$

so that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{i} \mathrm{E}\left(\left[f\left(t_{i}^{m}\right) d_{i}^{m}\right]\right)^{2}=K(f):=\int_{T} k(s, f(s)) v(d s) . \tag{5.17}
\end{equation*}
$$

Let us also observe that, by the Cauchy-Schwartz inequality, for each $m$

$$
\begin{align*}
& \sum_{i} \mathrm{E}\left(\left[f\left(t_{i}^{m}\right) d_{i}^{m}\right]\right)^{2}  \tag{5.18}\\
& \quad \leqslant \sum_{i}\left\{\left(\mathrm{E}\left(\left[f\left(t_{i}^{m}\right) d_{i}^{m}\right]\right)^{2}-\left(\mathrm{E}\left[f\left(t_{i}^{m}\right) d_{i}^{m}\right]\right)\right)^{2}\right\}+\left(\sum_{i} \mathrm{E}\left[f\left(t_{i}^{m}\right) r_{i}^{m} d_{i}^{m}\right]\right)^{2}
\end{align*}
$$

where $r_{i}^{m}=\operatorname{sgn} \mathrm{E}\left[f\left(t_{i}^{m}\right) d_{i}^{m}\right]$.
Now, the rest of the proof follows quickly from Proposition 5.1. Indeed, if $\varrho_{X}^{\text {det }}(f)$ is small, then for each step function $v,|v| \leqslant 1$, with jumps in $\pi^{r}, r \geqslant n$, it follows that for $m>r$

$$
\left\|\int_{T} v f d X\right\|_{0}=\left\|\sum_{i} v\left(t_{i}^{m}\right) f\left(t_{i}^{m}\right) d_{i}^{m}\right\|_{0}
$$

is small (uniformly in $v$ ). Hence, by Proposition 5.1 (iii), $\left\|\sum^{*} v\left(t_{i}^{m}\right) f\left(t_{i}^{m}\right) d_{i}^{m}\right\|_{0}$ is small uniformly in $v$. Therefore, by Proposition 5.1 and (5.16) we see that $\tilde{\Lambda}(v f)$ is small, and so is $\Lambda(f)$ by Lemma 5.1. Inserting $v\left(t_{i}^{m}\right)=r_{i}^{m}$, as in (5.18), and interpolating it to a step function $v(t)$, we infer from (5.18) and from Proposition 5.1 (i) that $\sum_{i} \mathrm{E}\left(\left[f\left(t_{i}^{m}\right) d_{i}^{m}\right]\right)^{2}$ is small. Hence, by (5.17), $K(f)$ is small, and we conclude that $\Phi(f)=\Lambda(f)+K(f)$ is small. This completes the proof of the first implication.

The converse implication is even simpler to demonstrate. Indeed, if $\Phi(f)$ is small, then both $\Lambda(f)$ and $K(f)$ are small, and so is $\tilde{\Lambda}(f)$. Therefore, by (5.16), (5.17) and Proposition 5.1 (ii), we see that $\left\|\int f d X\right\|_{0}$ is small. The same argument applies to $v \cdot f$, which implies that $\varrho_{X}^{\text {det }}(f)$ is small. Q.E.D.

The above discussion also justifies introduction of the stochastic integral as a process $\left(\int_{0}^{t} f d X, t \in T\right)$ with sample paths in $D(T)$ as follows. If $f$ is a step
function, then the definition of the process is obvious. If $f \in L_{X}^{\text {det }}$, and $f_{n}$ is a sequence of simple functions as in Definition 5.1, then the defining condition $\varrho_{\mathrm{X}}\left(f_{n}-f_{m}\right) \rightarrow 0$ and Proposition 5.1 (iii) imply that

$$
\sup _{t \in T}\left|\int_{0}^{t}\left(f_{n}-f_{m}\right) d X\right| \rightarrow 0
$$

which gives the uniform convergence of processes $\left(\int_{0}^{t} f_{n} d X, t \in T\right)$, which in the limit gives the desired process $\left(\int_{0}^{t} f d X, t \in T\right)$. Therefore, for $f \in L_{X}^{\text {det }}$ we can write

$$
\int_{T}^{*} f d X=\sup _{t \in T}\left|\int_{0}^{t} f d X\right| .
$$

Remark 5.2. If $\varrho_{X}(f)$ is small, then also $\left\|\int_{T}^{*} f d X\right\|_{0}$ is small. This follows immediately from the above definitions and Proposition 5.1 (iii).

In the next section we will need the following
Proposition 5.2. Let $f$ be a simple function. Then $\varrho_{X}(f)$ is small if and only if both $\left\|\int_{T}^{*} f d X\right\|_{0}$ and $\left\|\int^{*} v_{X}(f) f d X\right\|_{0}$ are small, where $v_{X}$ is defined by (5.14).

Proof. To show the "if" part let us begin with an observation that if $g$ is bounded and $\left\|\int^{*} g d X\right\|_{0}$ is small, then $\tilde{\Lambda}(g)$ is small. For a simple $g$ this is an immediate consequence of (5.16) and Proposition 5.1 (i). For a bounded $g$ this follows by standard approximation techniques using the Dominated Convergence Theorem. Applying the above to $g=v_{X}(f) \cdot f$ we see that $\Lambda(f)$ is small.

To prove that $K(f)$ is small let us observe that, for the process $f \circ X=\left(\int_{0}^{t} f d X, t \in T\right)$, the first characteristic is equal to

$$
B_{f \circ X}(t)=\int_{0}^{t} l(s, f(s)) d v(s) .
$$

So

$$
\operatorname{Var} B_{f \circ X} \leqslant \int_{T} L(s, f(s)) d v(s) \leqslant \Lambda(f) .
$$

By (5.2), it follows that, for large $n, \sum_{i}\left|\mathrm{E}\left[f\left(t_{i}^{n}\right) d_{i}^{n}\right]\right|$ is small because $\Lambda(f)$ was proved to be small so that we obtain the smallness of $K(f)$ by (5.18).

The proof of the "only if" part is obvious. Q.E.D.
6. Stochastic integral: predictable integrands, semimartingale integrators. Let $X(t), t \in T$, be a left quasi-continuous semimartingale on $(\Omega, \mathscr{F}, P ; \mathscr{F}(t))$ with three predictable Grigelionis characteristics $B(t), C(t), t \in T$, and $\mu(d s, d x)$ (cf. (4.4)-(4.6)). Let us define a measure $v \circ P$ on $\Omega \times T$ by the formula

$$
v \otimes P(d \omega, d s)=v(\omega, d s) P(d \omega)
$$

where

$$
v(\omega, d s)=|d B(s)|+d C(s)+\int_{R}\left(1 \wedge x^{2}\right) \mu(d s, d x)
$$

is a random version of measure $v$ introduced for processes with independent increments at the beginning of Section 5.

A process $F(t), t \in T$, is said to be a predictable step process if it is a finite linear combination of processes of the form $\xi I_{\left(s_{1}, s_{2}\right]}(t), t \in T$, where $\xi$ is $\mathscr{F}\left(s_{1}\right)$-measurable. For a predictable step process $F$ the integral $\int F d X$ is defined in an obvious manner. A process $F(t), t \in T$, is said to be predictable if it is measurable as a function on $\Omega \times T$ with respect to the $\sigma$-field generated on $\Omega \times T$ by all predictable step processes.

Definition 6.1. A predictable process $F$ is said to be $X$-integrable (in short, $F \in L(d X)$ ) if there exists a sequence of predictable step processes $\left(F_{n}\right)$ such that
(i) $F_{n} \rightarrow F v \otimes P$-a.e. as $n \rightarrow \infty$,
(ii) $\varrho_{X}\left(F_{n}-F_{m}\right) \rightarrow 0$ as $n, m \rightarrow \infty$, where

$$
\varrho_{X}(G):=\sup \left\|\int_{T} V G d X\right\|_{0}
$$

and where the supremum is taken over all predictable step processes $V$ such that $|V| \leqslant 1$. If $F \in L(d X)$, then

$$
\int_{T} F d X:=P-\lim \int_{n \rightarrow \infty} \int_{T} F_{n} d X .
$$

Remark 6.1. With some effort, one can show that the above definition coincides with the standard definition of a stochastic integral (cf., e.g., [22]) and that the above definition of the integral is correct, i.e., that $\lim _{n} \int_{T} F_{n} d X$ does not depend on the choice of $F_{n}$. The correctness also follows from Theorem 6.1.

Remark 6.2. It is easy to see that, for each predictable step process $F$, if $\varrho_{X}(F)$ is small, then not only $\left\|\int_{T} F d X\right\|_{0}$ is small, but also $\left\|\int_{T}^{*} F d X\right\|_{0}$ is small (cf. Lemma 2.3), where

$$
\int_{T}^{*} F d X:=\sup _{t \in T}\left|\int_{T} I_{(0, t]}(s) F(s) d X(s)\right| .
$$

Therefore, if $F$ is a predictable process and $F_{n}$ is a sequence of predictable step processes defining $\int F d X$, then the sequence of processes

$$
Y_{n}(t):=\int_{T} I_{(0, t]}(s) F_{n}(s) d X(s), \quad t \in T,
$$

converges uniformly in $t \in T$, in probability, to the process

$$
Y(t):=\int_{T} I_{(0, t]}(s) F(s) d X(s), \quad t \in T
$$

So, as a result, the stochastic integral can also be viewed as a stochastic process with sample paths in $D(T)$, and the first statement of this remark extends to all $F \in L(d X)$.

To formulate our main result which provides a characterization of predictable $X$-integrable processes in terms of Grigelionis characteristics $B$,
$C$ and $\mu$ of a semimartingale $X$, we need to adjust (randomize) the quantities introduced in Section 5. Since $B(t), C(t)$ and $\mu(d s, d x)$ are all predictable, there exist predictable processes $b(s)$ and $c(s)$, and a predictable random measure $\hat{v}(\omega, s, d x)$ such that

$$
d B(s)=b(s) v(d s), \quad d C(s)=c(s) v(d s)
$$

and

$$
\mu(\omega, d s, d x)=\hat{v}(\omega, s, d x) v(\omega, d s)
$$

Therefore, in the semimartingale case, the Musielak-Orlicz function $\varphi$ defined by formulas (5.10) is random $(\varphi=\varphi(\omega, s, x)$ ) because all of the functions $k, l, 1$ are now random. This permits us to introduce the space $\mathscr{L}_{\varphi}(d v)$ which, by definition, is the space of all predictable processes $F$ for which

$$
\Phi(F)(\omega):=\int \varphi(\omega, s, F(\omega, s)) v(\omega, d s)<\infty P \text {-a.s. }
$$

The modular $\|\Phi(F)\|_{0}$ equips $\mathscr{L}_{\varphi}(d v)$ with a topology of a complete linear metric space and the predictable step processes are dense in $L^{\varphi}$ (cf., e.g., Hudson's [7] explicit work on a particular case; the general case can be verified in a similar fashion).

Another, equivalent, way to introduce the random functions $\varphi, k, l, 1$ is via the decoupled tangent process $\tilde{X}(t)$. Recall (Section 4) that a decoupled tangent (to $X(t)$ ) process $\tilde{X}(t)$ (obtained with the use of a partition $\pi^{n}$ which, for convenience, is assumed to be nested) is defined on the probability space $\left(\Omega \times \Omega^{\prime}, \mathscr{F} \otimes \mathscr{F}^{\prime}, P \otimes P^{\prime}\right.$ ) with filtration $\mathscr{F}(t) \otimes \mathscr{F}^{\prime}(t)$ and enjoys the following property: for each fixed $\omega \in \Omega$, the process $\tilde{X}(\omega)=(\tilde{X}(t, \omega, \cdot), t \in T)$ defined on ( $\left.\Omega^{\prime}, \mathscr{F}^{\prime}, P^{\prime}(\omega)\right)$ is a process with independent increments. For each $\omega \in \Omega$, the functions $\varphi(\omega), k(\omega), l(\omega), l(\omega)$ introduced above are exactly the functions corresponding to the process $\tilde{X}(\omega)$ in Section 5 (cf. (5.9) and (5.10)).

Let us also note that, for a predictable process $F, F \in \mathscr{L}_{\varphi}(d v)$ if and only if, for $P$-almost all $\omega \in \Omega, F(\omega) \in L_{\varphi(\omega)}(v(\omega, d s))$.

Theorem 6.1. A predictable process $F$ is $X$-integrable $(F \in L(d X)$ ) if and only if $F \in \mathscr{L}_{\varphi}(d v)$.

Moreover, for an $F \in L(d X), \varrho_{X}(F)$ is small if and only if $\|\Phi(F)\|_{0}$ is small. Alternatively, $F$ is $X$-integrable if and only if, for $P$-a.a. $\omega \in \Omega$, the deterministic function $F(\omega, \cdot)$ is integrable (in the sense of Definition 5.1) with respect to the process (with independent increments) $\tilde{X}(\omega)$.

Proof. It suffices to check that, for a predictable step function $F, \varrho_{X}(F)$ is small if and only if $\Phi(F)(\omega)$ is small with large probability, the last statement, by Theorem 5.1, being equivalent to saying that $\varrho_{X(\omega)}^{\mathrm{det}}(F(\omega, \cdot))$ is small with large probability $P(d \omega)$.

So, let $F$ be a predictable step process such that (without loss of generality) all jumps of $F$ are contained in all partitions $\pi^{n}$ for $n$ large enough.

Now, assume that $\varrho_{X}(F)$ is small or, more precisely, that

$$
P\left(\left|\int_{T} V F d X\right|>\delta\right)<\delta
$$

for each predictable step process $V$ with $|V| \leqslant 1$. If the jumps of $V$ are contained in $\pi^{n}$, then we can write that

$$
\int_{T} V F d X=\sum_{i} V\left(t_{i}^{n}\right) F\left(t_{i}^{n}\right) d_{i}^{n},
$$

where $d_{i}^{n}=X\left(t_{i}^{n}\right)-X\left(t_{i-1}^{n}\right)$. Hence Corollary 2.3, applied to the $\sigma$-fields $\mathscr{F}\left(t_{i}^{n}\right)$ and the sequence $\left(F\left(t_{i}^{n}\right) d_{i}^{n}\right)$, implies that, with large probability $P \otimes P_{n}^{\prime}$,

$$
\sum^{*} V\left(t_{i}^{n}\right) F\left(t_{i}^{n}\right) \widetilde{d}_{i}^{n}=\int_{T}^{*} V F d \tilde{X}^{n}
$$

is small ( $\tilde{d}_{i}^{n}$ and $\tilde{X}^{n}$ are as defined in Section 4), i.e. for a given $\delta^{\prime}$ if $\delta$ is sufficiently small, we have

$$
P \otimes P_{n}^{\prime}\left(\left|\int_{T}^{*} V F d \tilde{X}^{n}\right|>\delta^{\prime}\right)<\delta^{\prime}
$$

Hence, by the Chebyshev inequality,

$$
P\left(P_{n}^{\prime}\left(\left|\int_{T}^{*} V F d \tilde{X}^{n}\right|>\delta^{\prime}\right) \leqslant \sqrt{\delta^{\prime}}\right)>1-\sqrt{\delta^{\prime}}
$$

So, for a fixed $V$ with jumps contained in $\pi^{n}$ for some $n$, we obtain

$$
P\left(P^{\prime}\left(\left|\int_{T}^{*} V F d \tilde{X}\right|>\delta^{\prime}\right) \leqslant \sqrt{\delta^{\prime}}\right) \geqslant 1-\sqrt{\delta^{\prime}}
$$

because the distributions $\mathscr{L}\left(\tilde{X}^{n}(\omega)\right) \rightarrow \mathscr{L}(\tilde{X}(\omega))$ in probability $P$ (cf. Section 4). The integral inside the above inequality is understood in the sense of Section 5 for each $\omega$. The above inequality extends to all $\mathscr{F}$-predictable processes $V$ bounded by 1 (by the Monotone Class Theorem).

Finally, take $V(\omega, s, x)=v_{\bar{X}(\omega)}(\omega, s, x)$, where $v$ is as in (5.14) but defined using Grigelionis characteristics. The $V(\omega, s, F(s))$ is predictable and bounded by 1 (by the argument similar to the one following (5.5) which was used to prove the measurability of $v$ ). So by Proposition 5.2 we see that, for a given $\varepsilon$, if $\delta^{\prime}$ is small enough, then

$$
P\left(\varrho_{X(\omega)}^{\text {det }}(F(\omega))>\varepsilon\right)<\varepsilon .
$$

This concludes the proof of the first implication.
Conversely, let $F$ be a predictable step process with jumps contained in some $\pi^{m}$ and such that

$$
P\left(\varrho_{X(\omega)}^{\mathrm{det}}(F(\omega))>\varepsilon\right)<\varepsilon
$$

By Remark 5.2, for a given $\delta^{\prime}>0$, if $\varepsilon$ is small enough, we have

$$
P\left(P^{\prime}\left(\int_{T}^{*} V F(\omega) d \tilde{X}(\omega)>\delta^{\prime}\right)<\delta^{\prime}\right)>1-\varepsilon
$$

for all $\mathscr{F}$-predictable step processes $V$ bounded by 1 . Now, if $V$ is a fixed $\mathscr{F}$-predictable step process with jumps contained in $\pi^{m}$, then for $n$ large enough

$$
P\left(P_{n}^{\prime}\left(\int_{T}^{*} V F d \tilde{X}^{n}(\omega)>\delta^{\prime}\right)<\delta^{\prime}\right)>1-\varepsilon,
$$

because $\mathscr{L}\left(\tilde{X}^{n}(\omega)\right) \rightarrow \mathscr{L}(\tilde{X}(\omega))$ in $P$, and hence we get

$$
P \otimes P_{n}^{\prime}\left(\int_{T}^{*} V F d \tilde{X}^{n}>\delta^{\prime}\right)<\varepsilon+(1-\varepsilon) \delta^{\prime}
$$

Since

$$
\int_{T}^{*} V F d \tilde{X}^{n}=\sum^{*} V\left(t_{i}^{n}\right) F\left(t_{i}^{n}\right) \tilde{d}_{i}^{n},
$$

by Theorem 2.2, we see that, for a given $\delta>0$, if $\delta^{\prime}$ and $\varepsilon$ are small enough, then

$$
P\left(\sum^{*} V\left(t_{i}^{\eta}\right) F\left(t_{i}^{\prime}\right) d_{i}^{n}>\delta\right)<\delta
$$

so that, finally,

$$
P\left(\left|\int V F d X\right|>\delta\right)<\delta
$$

for any $\mathscr{F}$-predictable step process $V$, which, in view of the arbitrariness of $V$, gives $\varrho_{X}(F)<\delta$. Q.E.D.

As a consequence of Theorem 6.1 we also obtain the following
Corollary 6.1. A predictable process $F(t), t \in T$, is $X$-integrable if and only if, for $P$-almost every $\omega \in \Omega$, the deterministic function $F(\omega, t), t \in T$ is $X$-integrable.

Remark 6.3. After a preprint of the original version of this paper has been distributed Jacod and Sadi [12] extended the concept of tangent processes to processes which include the class of all semimartingales. This extension was possible due to the introduction of random predictable partition ( $\pi^{n}$ ). Namely, for a given semimartingale $X$ one can find a nested sequence of random predictable partitions (i.e., $t_{k}^{n}$ are predictable stopping times) such that $\max _{k}\left|t_{k}^{n}-t_{k-1}^{n}\right| \rightarrow 0$ in $P$ as $n \rightarrow \infty$, and such that $\bigcup_{n} \pi^{n}$ contains all predictable jump times of $\boldsymbol{X}$. For such a sequence $\pi^{n}$ and each sequence of stopping times $\lambda_{n}$, we have

$$
\sup _{\lambda_{n} \leqslant t<\sigma_{n}\left(\lambda_{n}\right)}\left|X\left(\lambda_{n}\right)-X(t)\right| \rightarrow 0
$$

in $P$ as $n \rightarrow \infty$, where $\sigma_{n}(t)=\min \left\{t_{k}^{n} \in \pi^{n}: t_{k}^{n} \geqslant t\right\}$, and this property can be used, instead of left quasicontinuity, and after some modifications, in the proof of the existence of characteristic $B$ and other characteristics as uniform limits (see Section 4 and Appendix). As a result the main theorem of Section 6 can be extended to the case of general semimartingale integrators.
7. Appendix. This appendix contains proofs of facts we referred to in Sections 4 and 5 . We felt that these facts were too technical to include in the main body of the paper and would distort what we judged to be the proper
balance of exposition of the principal resuls. Also, the nature of these facts is such that, despite the tediousness of their proofs, they are not surprising and could be anticipated by an expert. Finally, once again we would like to call the reader's attention to the fact that Jacod and Sadi [12], in their recent paper, obtained results from which many results given below can be deduced. However, our proofs are more direct and elementary, and make this paper self-contained.

The standing assumption in what follows is that the process $X$ is left quasi-continuous.

Subsections 7.A through 7.M contain a complete proof of Proposition 4.1, subsection $7 . \mathrm{N}$ completes the proof of Corollary 4.1 , subsection 7.0 proves Remark 4.5, and, finally, subsection 7.P contains proofs omitted in Section 5.
7.A. If $\varphi: \boldsymbol{R} \rightarrow \boldsymbol{R}$ is a bounded continuous function such that $\varphi(0)=0$, then

Indeed, let

$$
P-\lim _{n \rightarrow \infty} \max _{1 \leqslant k \leqslant k_{n}}\left|\mathbb{E}\left(\varphi\left(d_{k}^{n}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right|=0
$$

$$
\lambda_{n}=\min \left\{k: 1 \leqslant k \leqslant k_{n},\left|\mathrm{E}\left(\varphi\left(d_{k}^{n}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right|>a\right\}
$$

and $\lambda_{n}=k_{n}$ if the set is empty. Then

$$
\begin{aligned}
P\left(\max _{k}\right. & \left.\left|\mathrm{E}\left(\varphi\left(d_{k}^{n}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right|>a\right) \\
& \leqslant a^{-1} \mathrm{E} \sum_{k} I\left(\lambda_{n}=k\right)\left|\mathrm{E}\left(\varphi\left(d_{k}^{n}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right| \leqslant a^{-1} \mathrm{E} \sum_{k} I\left(\lambda_{n}=k\right)\left|\varphi\left(d_{k}^{n}\right)\right| \\
& =a^{-1} \mathrm{E}\left|\varphi\left(X\left(\tau_{n}\right)-X\left(\tau_{n}^{\prime}\right)\right)\right| \leqslant a^{-1}\left(c P\left(\left|X\left(\tau_{n}\right)-X\left(\tau_{n}^{l}\right)\right|>\delta\right)+\varepsilon\right),
\end{aligned}
$$

where $\tau_{n}=t_{\lambda_{n}-1}^{n}, \tau_{n}^{\prime}=t_{\lambda_{n}}^{n}, c=\sup _{x \in R}|\varphi(x)|$, and $\varepsilon, \delta$ are such that $|x| \leqslant \delta$ implies $|\varphi(x)| \leqslant \varepsilon$. Now, since $\tau_{n}$ and $\tau_{n}^{\prime}$ are stopping times with $\left|\tau_{n}-\tau_{n}^{\prime}\right|$ less than the mesh of partition $\pi^{n}$, the left quasi-continuity gives statement 7.A.
7.B. By 7.A we have

$$
P-\lim _{n \rightarrow \infty} \sup _{t \in T}\left|B_{n}(t)-B_{n}(t-)\right|=0 .
$$

Thus, if the sequence $B_{n}$ converges in $D(T)$, then it converges uniformly in $P$ and the limit $B$ is continuous.
7.C. If the characteristic $B$ exists for $X$, then for each $f \in \mathscr{R}$ the sequence of processes $K_{n}(f)$ is uniformly convergent in $P$ to a continuous process $K(f)$.

The proof of this fact will take several paragraphs, and the first step in it consists in the observation that
7.D. The assertion in 7.C holds true if and only if $K_{n}(f)$ is uniformly convergent in $P$ to a continuous process for $f(x)=h(x)=:\left[x^{2}\right]$ and for each $f \in \mathscr{R}_{0}:=\left\{f_{0} \in \mathscr{R}: f_{0}(x)=0\right.$ for $|x|<\delta$ for some $\left.\delta>0\right\}$.

This reduction follows immediately from the fact that for each $\varepsilon>0$ and $f \in \mathscr{R}$ there exists an $f_{0} \in \mathscr{R}_{0}$ such that $\left(\frac{1}{2} f^{\prime \prime}(0)-\varepsilon\right) h+f_{0} \leqslant f \leqslant\left(\frac{1}{2} f^{\prime \prime}(0)+\varepsilon\right) h+f_{0}$.
7.E. Let

$$
K_{n}^{0}(f)(t)=\sum_{t_{k} \leqslant t} \mathrm{E}\left(f\left(d_{k}^{n}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right) .
$$

If the characteristic $B$ exists for $X$, then

$$
P-\lim _{n \rightarrow \infty} \sup _{t \in T}\left|K_{n}^{0}(f)(t)-K_{n}(f)(t)\right|=0 \quad \text { for each } f \in \mathscr{R}_{0}
$$

Indeed, by Lemma 2.2,
$P\left(\sup _{t \in T}\left|K_{n}^{0}(f)(t)-K_{n}(f)(t)\right|>b\right)$

$$
\leqslant \frac{a}{b}+2 \frac{b+2 c}{b} P\left(\sum\left|f\left(d_{k}^{n}-\mathbf{E}\left(\left[d_{k}^{n}\right] \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right)-f\left(d_{k}^{n}\right)\right|>a\right)
$$

where $c=\sup _{x \in R}|f(x)|$. Also, by 7.A,

$$
P-\lim _{n \rightarrow \infty} \sup _{k}\left|\mathrm{E}\left(\left[d_{k}^{n}\right] \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right|=0
$$

Thus, since

$$
\lim _{n \rightarrow \infty} \sum_{k}\left|f\left(d_{k}^{n}-\varepsilon_{k}^{n}\right)-f\left(d_{k}^{n}\right)\right|=0
$$

for each $\left(\varepsilon_{k}^{n}\right)$ such that

$$
\lim _{n \rightarrow \infty} \sup _{k}\left|\varepsilon_{k}^{n}\right|=0,
$$

and for each $\omega$ such that $X(\omega, \cdot) \in D(T)$, we immediately get 7.E.
7.F. Suppose that $f \in \mathscr{R}_{0}$ and that $X$ has the property

$$
\begin{equation*}
\sum_{k}\left|f\left(d_{k}^{n}\right)\right| \leqslant M \tag{7.1}
\end{equation*}
$$

for some $M>0$ and all $n \in N$. Then $K_{n}^{0}(f)$ converges uniformly in $P$.
Without loss of generality, we can also assume that $f \geqslant 0$. For $m>n$, let us introduce processes

$$
\begin{equation*}
K_{n, m}^{0}(f)(t):=\sum_{t_{k}^{m} \leqslant t} \mathrm{E}\left(\sum_{t_{k}-1<t_{m^{\prime}} \leqslant t_{k}^{n}} f\left(d_{i}^{m}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right) . \tag{7.2}
\end{equation*}
$$

Since $K_{m}^{0}(f)$ is a non-decreasing process in $t$, and $K_{n}^{0}(f)$ has only jumps in $\pi^{n}$, we have

$$
\begin{aligned}
& P\left(\sup _{t \in T}\left|K_{m}^{0}(f)(t)-K_{n}^{0}(f)(t)\right|>b\right) \\
& \quad \leqslant P\left(\sup _{t \in \pi^{n}}\left|K_{m}^{0}(f)(t)-K_{n}^{0}(f)(t)\right|>b / 2\right)+P\left(\sup _{k} \mathrm{E}\left(f\left(d_{k}^{n}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)>b / 2\right) .
\end{aligned}
$$

By 7.A, the second term converges to 0 as $n \rightarrow \infty$. The first term is estimated from above by

$$
\begin{align*}
P\left(\sup _{t \in \pi^{n}}\left|K_{m}^{0}(f)(t)-K_{n, m}^{0}(f)(t)\right|>\right. & b / 4)  \tag{7.3}\\
& +P\left(\sup _{t \in \pi^{n}}\left|K_{n}^{0}(f)(t)-K_{n, m}^{0}(f)(t)\right|>b / 4\right)
\end{align*}
$$

By Lemma 2.2, the second term in (7.3) is estimated from above by

$$
\begin{equation*}
\frac{4 a}{b}+\frac{2 b+8 M}{b} P\left(\left.\sum_{k}\right|_{t_{k-1}^{m}<t_{i}^{m} \leqslant t_{k}^{m}} f\left(d_{i}^{m}\right)-f\left(d_{k}^{m}\right) \mid>a\right) \tag{7.4}
\end{equation*}
$$

Hence, since for each $\omega$ for which the sample path of $X$ is in $D(T)$

$$
\sum_{k}\left|\sum_{t_{k}^{m-1}<t_{i}^{m} \leqslant t_{k}^{m}} f\left(d_{i}^{m}\right)-f\left(d_{k}^{n}\right)\right| \rightarrow 0,
$$

the second term in (7.3) converges to 0 .
Now, since $\left\{K_{m}^{0}(f)\left(t_{k}^{n}\right)-K_{m, n}^{0}(f)\left(t_{k}^{n}\right)\right\}$ is an $\mathscr{F}\left(t_{k}^{n}\right)$-martingale, we get, by the maximal inequality, that the first term in (7.3) is estimated from above by

$$
\begin{aligned}
& \frac{16}{b^{2}} \mathrm{E}\left|K_{m}^{0}(f)\left(t_{\infty}\right)-K_{n, m}^{0}(f)\left(t_{\infty}\right)\right|^{2} \\
= & \frac{16}{b^{2}} \sum_{t_{k} \in \pi^{n}}\left\{\mathrm{E}\left(\sum_{t_{k-1}<t_{i}^{n} \leqslant t_{k}^{m}} \mathrm{E}\left(f\left(d_{i}^{m}\right) \mid \mathscr{F}\left(t_{i-1}^{m}\right)\right)\right)^{2}-\left(\mathrm{E}\left(\sum_{t_{k-1}<t_{i}^{n} \leqslant t_{k}^{\prime}} f\left(d_{i}^{m}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right)^{2}\right\} \\
\leqslant & \frac{16}{b^{2}} \sum_{t_{k} \in \pi^{n}} \mathrm{E}\left(\sum_{t_{k-1}^{n}<t_{i}^{m} \leqslant t_{k}^{m}} \mathrm{E}\left(f\left(d_{i}^{m}\right) \mid \mathscr{F}\left(t_{i-1}^{m}\right)\right)\right)^{2} \\
\leqslant & \frac{16}{b^{2}} \mathrm{E} \sum_{t_{k}^{m} \in \pi^{m}} 2 \mathrm{E}\left(f\left(d_{i}^{m}\right) \mid \mathscr{F}\left(t_{i-1}^{m}\right)\right) \mathrm{E}\left(\sum_{t_{i}^{m} \leqslant t_{j}^{m} \leqslant \sigma_{n}\left(t_{i}^{m}\right)} f\left(d_{j}^{m}\right) \mid \mathscr{F}\left(t_{i-1}^{m}\right)\right) \\
= & \frac{32}{b^{2}} \mathrm{E} \sum_{t_{i}^{m} \in \pi^{m}} f\left(d_{i}^{m}\right) \mathrm{E}\left(\sum_{t_{i}^{m} \leqslant m_{j}^{m} \leqslant \sigma_{n}\left(t_{i}^{m}\right)} f\left(d_{j}^{m}\right) \mid \mathscr{F}\left(t_{i-1}^{m}\right)\right) \\
\leqslant & \frac{32}{b^{2}} M^{2} P\left(\sup _{t_{i}^{m} \in \pi^{m}} \mathrm{E}\left(\sum_{t_{i}^{m} \leqslant m_{j} \leqslant \sigma_{n}\left(t_{i}^{m}\right)} f\left(d_{j}^{m}\right) \mid \mathscr{F}\left(t_{i-1}^{m}\right)\right)>\varepsilon\right)+\frac{32}{b^{2}} M \varepsilon,
\end{aligned}
$$

where $\sigma_{n}(t)=\min \left\{t_{k}^{n} \in \pi^{n}: t \leqslant t_{k}^{n}\right\}$. To estimate the above probability we proceed as in 7.A. Let

$$
\lambda=\inf \left\{t_{i-1}^{m}: \mathrm{E}\left(\sum_{t_{j}^{m} \leqslant t_{j_{j}} \leqslant \sigma_{n}\left(t_{i}^{m}\right)} f\left(d_{j}^{m}\right) \mid \mathscr{F}\left(t_{i-1}^{m}\right)\right) \geqslant \varepsilon\right\} .
$$

Then

$$
\begin{align*}
& P\left(\sup _{t^{m} \in \pi^{m}} \mathrm{E}\left(\sum_{t^{m} \leqslant t_{j}^{m} \leqslant \sigma_{n}\left(t_{i}^{m}\right)} f\left(d_{j}^{m}\right) \mid \mathscr{F}\left(t_{i-1}^{m}\right)\right) \geqslant \varepsilon\right)  \tag{7.5}\\
& \leqslant \varepsilon^{-1} \mathrm{E} \sum_{t^{m} \in \pi^{m}} I\left(\lambda=t_{i}^{m}\right) \mathrm{E}\left(\sum_{t_{i}^{m} \leqslant t_{j} \leqslant \sigma_{n}\left(t_{i}^{m}\right)} f\left(d_{i}^{m}\right) \mid \mathscr{F}\left(t_{i-1}^{m}\right)\right) \\
&=\varepsilon^{-1} \mathrm{E} \sum_{\lambda \leqslant t_{j}^{m} \leqslant \sigma_{n}(\lambda)} f\left(d_{j}^{m}\right) \\
& \leqslant M \varepsilon^{-1} P\left(\sup _{\lambda \leqslant s, t \leqslant \sigma_{n}(\lambda)}|X(t)-X(s)|>\delta\right),
\end{align*}
$$

where $\delta$ is such that $f(x)=0$ for $|x|<\delta$. Therefore, in view of the left quasi-continuity of $X$, the probability in (7.5) converges to 0 as $n \rightarrow \infty$.

Thus, the first term in (7.3) also converges to 0 as $n, m \rightarrow \infty$, and this proves 7.F.
7.G. For each $f \in \mathscr{R}_{0}, K_{n}^{0}(f)$ converges uniformly in $P$ to a process with continuous sample paths.

In the general case, where $X$ need not satisfy property (7.1), fix $M>0$ and let $\hat{X}(t)=X(t \wedge \tau)$, where

$$
\tau=\inf \left\{t \in T: \sum_{i=1}^{n}\left|f\left(X\left(t_{i}\right)-X\left(t_{i-1}\right)\right)\right|>M\right.
$$

$$
\text { for some } \left.n \in N \text { and } 0 \leqslant t_{1}<t_{2}<\ldots<t_{n} \leqslant t\right\} \text {. }
$$

Now, the process $\hat{X}$ has property (7.1) and is also left quasi-continuous. Let

$$
\hat{K}_{n}^{0}(f)(t):=\sum_{t_{k}^{n} \leqslant t} \mathrm{E}\left(f\left(\hat{d}_{k}^{n}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)
$$

where $\hat{d}_{k}^{n}=\hat{X}\left(t_{k}^{n}\right)-\hat{X}\left(t_{k-1}^{n}\right)$. Then, in view of $7 . \mathrm{F}, \hat{K}_{n}^{0}(f)$ is uniformly convergent in $P$. On the other hand, by Lemma 2.2, for any $b>0$ and $c=\sup _{x \in R}|f(x)|$,

$$
\begin{aligned}
& P\left(\sup _{t \in T}\left|\hat{K}_{n}^{0}(f)(t)-K_{n}^{0}(f)(t)\right|>b\right) \leqslant 2 \frac{b+2 c}{b} P\left(\sum\left|f\left(\hat{d}_{k}^{n}\right)-f\left(d_{k}^{n}\right)\right|>0\right) \\
& \leqslant 2 \frac{b+2 c}{b} P\left(\hat{X}_{n}(t) \neq X(t) \text { for some } t \in T\right)<2 \frac{b+2 c}{b} \varepsilon
\end{aligned}
$$

for $M$ sufficiently large, so that

$$
\lim _{n, m \rightarrow \infty} P\left(\sup _{t \in T}\left|K_{n}^{0}(f)(t)-K_{m}^{0}(f)(t)\right|>3 b\right) \leqslant 6 \frac{b+2 c}{b} \varepsilon
$$

which gives, for general $X$, the desired uniform convergence of $K_{n}^{0}(f)$ for $f \in \mathscr{R}_{0}$. Now, the continuity of $\lim _{n} K_{n}^{0}(f)=K^{0}(f)$ is assured by 7.A used as in the proof of the continuity of $B$. This completes the proof of 7.G.

Hence by 7.E the assertion in 7.C holds true for each $f \in \mathscr{R}_{0}$. It is worth of noticing that to prove this we did not use the assumption on the existence of the characteristic $B$.

The case of $h=\left[x^{2}\right]$ is technically more complex, however the main ideas are similar to those in the case of $f \in \mathscr{R}_{0}$.
7.H. Let us define $w_{k}^{n}=\left[d_{k}^{n}\right]-\mathrm{E}\left(\left[d_{k}^{n}\right] \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)$ and let

$$
\bar{K}_{n}(h)(t)=\sum_{t_{k} \leqslant t} \mathrm{E}\left(\left(w_{k}^{n}\right)^{2} \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right) .
$$

Then $\bar{K}_{n}(h)-K_{n}(h)$ converges uniformly to zero in $P$.
The proof of this statement is almost the same as in the case of 7.E. We have only to observe that since for all $x, u \in \mathbb{R}$

$$
\left|([x]-[u])^{2}-([x-u])^{2}\right| \leqslant 3|[x]-[u]-[x-[u]]|,
$$

we have

$$
\sup _{t \in T}\left|\bar{K}_{n}(h)(t)-K_{n}(h)(t)\right| \leqslant 3 \sum_{k} \mathrm{E}\left(\mid\left[d_{k}^{n}\right]-\varepsilon_{k}^{n}-\left[d_{k}^{n}-\varepsilon_{k}^{n}\right] \| \mathscr{F}\left(t_{k-1}^{n}\right)\right),
$$

where $\varepsilon_{k}^{n}=\mathrm{E}\left(\left[d_{k}^{n}\right] \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)$, and that $\sum_{k}\left|\left[d_{k}^{n}\right]-\varepsilon_{k}^{n}-\left[d_{k}^{n}-\varepsilon_{k}^{n}\right]\right|$ converges to zero in $P$ since $\max _{k}\left|\varepsilon_{k}^{\pi}\right|$ converges to zero in $P$.
7.I. Let $\hat{X}(t)=X(t \wedge \tau)$ for $t \in T$, where $\tau$ is a stopping time. Then for each $b>0$

$$
\begin{gathered}
P\left(\sup _{t \in T}\left|\hat{B}_{n}(t)-B_{n}(t)\right|>b\right) \leqslant 2 \frac{b+2}{b} P\left(\tau<t_{\infty}\right), \\
P\left(\sup _{t \in T}\left|\hat{\bar{K}}_{n}(h)(t)-\bar{K}_{n}(h)(t)\right|>b\right) \leqslant 2 \frac{b+16}{b} P\left(\tau<t_{\infty}\right) .
\end{gathered}
$$

Moreover, for each $a, b>0$ there exists $n_{0}$ which does not depend on $\tau$ such that for all $n>n_{0}$

$$
P\left(\sup _{t \in T}\left|\hat{B}_{n}(t)-B_{n}(t)\right|>b\right)<a .
$$

Since for each $x, y, u, v \in \boldsymbol{R}$

$$
\left|([x]-[u])^{2}-([y]-[v])^{2}\right| \leqslant 4|[x]-[y]+[v]-[u]|,
$$

we have

$$
\left|\hat{\bar{K}}_{n}(h)(t)-\bar{K}_{n}(h)(t)\right| \leqslant 8 \sum_{k} \mathrm{E}\left(\left|\left[\hat{d}_{k}^{n}\right]-\left[d_{k}^{n}\right]\right| \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)
$$

Hence Lemma 2.2 with $c=16, a=0$ proves the second inequality of 7.I. The first inequality is even easier and it is proved in a similar way. To prove the last statement of 7.I let us observe that if $\tau$ is a stopping time, then on the set
$\left\{t_{l-1}^{n}<\tau \leqslant t_{l}^{n}\right\}$ we have

$$
\begin{aligned}
\hat{B}_{n}(t)-B_{n}(t & \wedge \tau) \\
& =\sum_{t_{k}^{n} \leqslant t_{l}^{n} \wedge t} \mathrm{E}\left(\left[\hat{d}_{k}^{n}\right]-\left[d_{k}^{n}\right] \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)+I\left(\tau<t_{l}^{n} \wedge t\right) \mathrm{E}\left(\left[d_{l}^{n}\right] \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)
\end{aligned}
$$

because

$$
\begin{gathered}
\mathrm{E}\left(\left[\hat{d}_{k}^{n}\right] \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)=0 \quad \text { on }\left\{\tau \leqslant t_{l}^{n}\right\} \text { for } k>l, \\
\mathrm{E}\left(I\left(\tau \leqslant t_{k-1}^{n}\right)\left(\left[\hat{d}_{k}^{n}\right]-\left[d_{k}^{n}\right]\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)=0 \quad \text { on }\left\{t_{l-1}^{n}<\tau\right\} \text { for } k \leqslant l
\end{gathered}
$$

and $I\left(t_{k}^{n}<\tau\right)\left(\left[\hat{d}_{k}^{n}\right]-\left[d_{k}^{n}\right]\right)=0$. Hence we get

$$
\begin{aligned}
\sup _{t \in T}\left|\hat{B}_{n}(t)-B_{n}(t \wedge \tau)\right| & \leqslant \max _{k}\left|\mathrm{E}\left(\left[d_{k}^{n}\right] \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right| \\
& +\sum_{k} \mathrm{E}\left(I\left(t_{k-1}^{n}<\tau \leqslant t_{k}^{n}\right) 2\left|\left[X\left(\sigma_{n}(\tau)\right)-X(\tau)\right]\right| \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)
\end{aligned}
$$

because

$$
I\left(t_{k-1}^{n}<\tau \leqslant t_{k}^{n}\right)\left|\left[\hat{d}_{k}^{n}\right]-\left[d_{k}^{n}\right]\right| \leqslant 2\left|\left[X\left(\sigma_{n}(\tau)\right)-X(\tau)\right]\right| .
$$

Hence, by Lemma 2.2, we have

$$
\begin{aligned}
& P\left(\sup _{t \in T}\left|\hat{B}_{n}(t)-B_{n}(t)\right|>b\right) \leqslant P\left(\max _{k}\left|\mathrm{E}\left(\left[d_{k}^{n}\right] \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right|>b / 2\right) \\
& \quad+\frac{4 a}{b}+2 \frac{b+4}{b} P\left(\left|X\left(\sigma_{n}(\tau)\right)-X(\tau)\right|>a\right) \quad \text { for each } a, b>0, a \leqslant 1 .
\end{aligned}
$$

This, the left quasi-continuity of $X$ and 7.A prove the last statement of 7.I.
7.J. If the characteristic $B$ of $X$ exists, then $\bar{K}_{n}(h)$ is uniformly convergent in $P$.

This and 7.H imply 7.C since

$$
\sup _{t \in T}\left|\bar{K}_{n}(h)(t)-\bar{K}_{n}(h)(t-)\right| \leqslant \max _{k} \mathrm{E}\left(\left(\left[d_{k}^{n}\right]\right)^{2} \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)
$$

and by 7.A the uniform limit of $\bar{K}_{n}(h)$ is a continuous process.
For fixed $m>n$ and a stopping time $\tau$ let $\hat{X}(t)=X(t \wedge \tau)$ and let

$$
\hat{\bar{K}}_{n, m}(h)(t)=\sum_{t_{k}^{n} \leqslant t} \mathrm{E}\left(\left(\left(_{t_{k-1}^{n}<t_{i}^{m} \leqslant t_{k}^{n}} \hat{w}_{i}^{m}\right)^{2} \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right),\right.
$$

where $\hat{w}_{i}^{m}$ are defined as $w_{i}^{m}$ in $7 . \mathrm{H}$ with $\hat{X}$ instead of $X$. By arguments as in 7.E we have

$$
\sup _{t \in T}\left|\bar{K}_{n}(h)(t)-\bar{K}_{m}(h)(t)\right| \leqslant \sup _{t \in \pi^{n}}\left|\bar{K}_{n}(h)(t)-\bar{K}_{m}(h)(t)\right|+\max _{k} \mathrm{E}\left(\left(\left[d_{k}^{n}\right]\right)^{2} \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right) .
$$

This yields the following inequality:

$$
\begin{align*}
& P\left(\sup _{t \in T}\left|\bar{K}_{n}(h)(t)-\bar{K}_{m}(h)(t)\right|>5 b\right)  \tag{7.6}\\
& \leqslant P\left(\sup _{t \in T}\left|\bar{K}_{n}(h)(t)-\hat{K}_{n}(h)(t)\right|>b\right)+P\left(\sup _{t \in T}\left|\bar{K}_{m}(h)(t)-\hat{K}_{m}(h)(t)\right|>b\right) \\
& \quad+P\left(\sup _{t \in \pi^{n}}\left|\hat{\bar{K}}_{m}(h)(t)-\hat{K}_{n, m}(h)(t)\right|>b\right)+P\left(\sup _{t \in \pi^{n}} \mid \hat{\bar{K}}_{n}(h)(t)-\hat{\bar{K}}_{n, m}(h)(t)>b\right) \\
& \quad+P\left(\max _{k} \mathrm{E}\left(\left(\left[d_{k}^{n}\right]\right)^{2} \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)>b\right) .
\end{align*}
$$

By 7.A the last probability is convergent to zero as $n \rightarrow \infty$. Therefore, to prove 7.J it suffices to show that, given $a, b>0$, if $n, m$ are large enough, we can find a stopping time $\tau$ such that the first four probabilities on the right-hand side of (7.6) are less than $a$. By 7.I the first two probabilities are estimated by

$$
2 \frac{b+16}{b} P\left(\tau<t_{\infty}\right)
$$

Now we will make the stopping time $\tau$ more specific. For a positive integer $m$ and $\bar{M}>0$ let

$$
\begin{align*}
\tau_{1} & =\min \left\{t \in \pi^{m:} t \geqslant t_{\infty} \text { or }\left|\sum_{t_{i}^{m} \leqslant t}\left[d_{i}^{m}\right]\right|>\bar{M} \text { or }\left|B_{m}(t)\right|>\bar{M}\right\} \\
\tau_{2} & =\min \left\{t \in \pi^{m}: t \geqslant t_{\infty} \text { or } \sum_{t_{i}^{m} \leqslant t}\left(w_{i}^{m}\right)^{2}>\bar{M}^{3}\right\}  \tag{7.7}\\
\tau & =\tau_{m, \bar{M}}=\tau_{1} \wedge \tau_{2}
\end{align*}
$$

Since

$$
\mathrm{E}\left(\sum_{t_{i}^{m} \leqslant \tau_{1}}\left(w_{i}^{m}\right)^{2}\right)=\mathrm{E}\left(\sum_{t_{i}^{m} \leqslant \tau_{1}} w_{i}^{m}\right)^{2}=\mathrm{E}\left(\sum_{t_{i}^{m} \leqslant \tau_{1}}\left[d_{i}^{m}\right]-B_{m}\left(\tau_{1}\right)\right)^{2} \leqslant(M+2)^{2},
$$

we obtain

$$
P\left(\tau_{2}<t_{\infty}\right) \leqslant P\left(\tau_{1}<t_{\infty}\right)+(\bar{M}+2)^{2} / \bar{M}^{3} .
$$

Moreover, we have

$$
P\left(\tau_{1}<t_{\infty}\right) \leqslant P\left(\sup _{t \in T}\left|\sum_{t_{i}^{m} \leqslant t}\left[d_{i}^{m}\right]\right|>\bar{M}\right)+P\left(\sup _{t \in T}\left|B_{m}(t)\right|>\bar{M}\right) .
$$

Since $B_{m}$ is uniformly convergent in $P$, the above inequalities imply that if $\bar{M}$ is large enough, then $P\left(\tau<t_{\infty}\right)<a$ for all $m$. Thus. 7.J will be proved if we manage to show that for each fixed $\bar{M}$ if $\tau$ is defined by (7.7), then the third and the fourth probabilities on the right-hand side of (7.6) are convergent to zero when $n, m \rightarrow \infty$.
7.K. If the characteristic $B$ exists and the stopping times $\tau_{m, \bar{M}}$ are defined by (7.7), then

$$
\lim _{n, m \rightarrow \infty} P\left(\sup _{t \in \pi^{n}}\left|\hat{\bar{K}}_{m}(h)(t)-\hat{\bar{K}}_{n, m}(h)(t)\right|>b\right)=0 \quad \text { for each } \bar{M}>0 .
$$

This can be demonstrated by mimicking the proof of the estimate of the first term of (7.3) in 7.F. With $\hat{\bar{K}}_{n}(h)$ replacing $K_{n}^{0}(f), \hat{\bar{K}}_{n, m}(h)$ replacing $K_{n, m}^{0}(f)$, and $\left(\hat{w}_{i}^{m}\right)^{2}$ replacing $f\left(d_{i}^{m}\right)$ we have

$$
\sum_{i}\left(\hat{w}_{i}^{m}\right)^{2} \leqslant \bar{M}^{3}+4=: M
$$

and the proof carries over to the current situation with the following change in the replacement of (7.5):

$$
\begin{aligned}
& \varepsilon^{-1} \mathrm{E} \sum_{i} I\left(\lambda=t_{i}^{m}\right) \sum_{t_{i}^{m} \leqslant t_{j}^{m} \leqslant \sigma_{n}\left(t_{i}^{m}\right)}\left(\hat{w}_{j}^{m}\right)^{2} \\
& \quad=\varepsilon^{-1} \mathrm{E}\left(\sum_{\lambda \leqslant t_{j}^{m} \leqslant \sigma_{n}(\lambda)} \hat{w}_{j}^{m}\right)^{2} \leqslant \varepsilon^{-1}\left((4 M+2)^{2} P\left(\sum_{\lambda \leqslant t_{j}^{m} \leqslant \sigma_{n}(\lambda)} \hat{w}_{j}^{m} \mid>\delta\right)+\delta^{2}\right) .
\end{aligned}
$$

Since $\hat{B}_{m}(t)=B_{m}(t \wedge \tau)$, the last probability is estimated by

$$
\begin{aligned}
& P\left(\max _{\substack{s, t \in \pi^{m} \\
|s-t| \leqslant m \operatorname{mesh} \pi^{n}}}\left|\sum_{s \leqslant t_{i}^{m} \leqslant t}\left[d_{i}^{m}\right]-\left[\sum_{s \leqslant t_{i}^{m} \leqslant t} d_{i}^{m}\right]\right|>\delta / 3\right) \\
&+P\left(\left|X\left(\lambda_{2}\right)-X\left(\lambda_{1}\right)\right|>\delta / 3\right)+P\left(\left|B_{m}\left(\lambda_{2}\right)-B_{m}\left(\lambda_{1}\right)\right|>\delta / 3\right)
\end{aligned}
$$

where $\lambda_{2}=\sigma_{n}(\lambda) \wedge \tau$ and $\lambda_{1}=\max \left\{t_{i}^{m}: t_{i}^{m}<\lambda\right.$ or $\left.t_{i}^{m} \leqslant \tau\right\} \quad\left(\lambda_{1}\right.$ is a stopping time since $\left\{\lambda=t_{i}^{m}\right\}$ is in $\mathscr{F}\left(t_{i-1}^{m}\right)$ ). Since $\left|\lambda_{2}-\lambda_{1}\right| \leqslant$ mesh $\pi^{n}$ and since $B_{m}$ is uniformly convergent to a continuous process in $P$, the last three probabilities are convergent to zero when $n, m \rightarrow \infty$.
7.L. If the characteristic $B$ exists and the stopping times $\tau_{m, \bar{M}}$ are defined by (7.7), then

$$
\lim _{n, m \rightarrow \infty} P\left(\sup _{t \in \pi^{n}}\left|\hat{K}_{n}(h)(t)-\hat{\bar{K}}_{n, m}(h)(t)\right|>b\right)=0 \quad \text { for each } \bar{M}
$$

If $d_{k}=f_{k}-f_{k-1}, e_{k}=g_{k}-g_{k-1}, k=1,2, \ldots, l$, are martingale differences with respect to $\left(\mathscr{F}_{k}\right)$, then

$$
\mathrm{E} \sum_{k=1}^{l}\left|\mathrm{E}\left(d_{k} e_{k} \mid \mathscr{F}_{k-1}\right)\right| \leqslant\left(\mathrm{E} f_{l}^{2}\right)^{1 / 2}\left(\mathrm{E} g_{l}^{2}\right)^{1 / 2}
$$

Hence we easily infer that if $\lambda$ is a stopping time with respect to $\left(\mathscr{F}_{k}\right)$ such that $\left|f_{\lambda}\right|,\left|g_{\lambda}\right| \leqslant M^{\prime}$, then for each $b, c>0$

$$
\begin{equation*}
P\left(\sum_{k=1}^{l}\left|\mathrm{E}\left(d_{k} e_{k} \mid \mathscr{Y}_{k-1}\right)\right|>b\right) \leqslant P(\lambda<l)+\frac{M^{\prime}}{b}\left(M^{\prime}\left(P\left(\left|f_{l}^{*}\right|>c\right)\right)^{1 / 2}+c\right) \tag{7.8}
\end{equation*}
$$

We apply this to the following situation: for $k=1,2, \ldots, l=k_{n}$

$$
\begin{gathered}
d_{k}=\hat{w}_{k}^{n}-\sum_{t_{k-1}^{n}<t_{i}^{m} \leqslant t_{k}^{n}} \hat{w}_{i}^{m}, \quad e_{k}=\hat{w}_{k}^{n}+\sum_{t_{k-1}^{n}<t_{i}^{m} \leqslant t_{k}^{n}} \hat{w}_{i}^{m}, \quad \mathscr{F}_{k}=\mathscr{F}\left(t_{k}^{n}\right), \\
\lambda=\min \left\{j: j \geqslant l \text { or }\left|\sum_{k=1}^{j}\left[\hat{d}_{k}^{n}\right]\right|>\overline{\bar{M}} \text { or }\left|\hat{B}_{n}\left(t_{j}^{n}\right)\right|>\overline{\bar{M}}\right\} .
\end{gathered}
$$

By the definition of $\lambda$ and $\tau_{m, \bar{M}}$ we have $\left|f_{\lambda}\right|,\left|g_{\lambda}\right| \leqslant \bar{M}+\overline{\bar{M}}+4=: M^{\prime}$. Since for each $t \in \pi^{n}$

$$
\begin{equation*}
\hat{\bar{K}}_{n}(h)(t)-\hat{\bar{K}}_{n, m}(h)(t)=\sum_{t_{k}^{n} \leqslant t} \mathrm{E}\left(d_{k} e_{k} \mid \mathscr{F}_{k-1}\right), \tag{7.9}
\end{equation*}
$$

7.L will follow by (7.8) if we show that for given $a>0$ there exists $\overline{\bar{M}}$ such that $P(\lambda<l)<a$ for all $n, m$ and that $\lim _{n, m \rightarrow \infty} P\left(f_{l}^{*}>c\right)=0$ for each $c>0$. However, this follows easily by 7.I, the uniform convergence of $B_{m}$ in $P$ and the estimates

$$
\begin{aligned}
P(\lambda<l) \leqslant & P\left(\max _{j}\left|\sum_{k=1}^{j}\left[\hat{d}_{k}^{n}\right]\right|>\overline{\bar{M}}\right)+P\left(\sup _{t \in T}\left|\hat{B}_{n}(t)\right|>\overline{\bar{M}}\right) \\
\leqslant & P\left(\sup _{t \in T}\left|\sum_{t_{k}^{n} \leqslant t}\left[d_{k}^{n}\right]\right|>\overline{\bar{M}}-1\right)+P\left(\sup _{t \in T}\left|B_{n}(t \wedge \tau)-\hat{B}_{n}(t)\right|>\overline{\bar{M}} / 2\right) \\
& +P\left(\sup _{t \in T}\left|B_{n}(t)\right|>\overline{\bar{M}} / 2\right)
\end{aligned}
$$

and

$$
\begin{aligned}
P\left(f_{i}^{*}>c\right) \leqslant & P\left(\max _{t \in \pi^{m}}\left|\sum_{t_{i}^{m} \leqslant t}\left[d_{i}^{m}\right]-\sum_{t_{k}^{n} \leqslant \sigma^{n}(t)}\left[d_{k}^{n}\right]-\left[\sum_{\sigma^{n}(t) \ll_{i}^{m} \leqslant t} d_{i}^{m}\right]\right|>c / 3\right) \\
& +P\left(\sup _{t \in T}\left|\hat{B}_{n}(t)-B_{n}(t \wedge \tau)\right|>c / 3\right)+P\left(\sup _{t \in T}\left|B_{n}(t)-B_{m}(t)\right|>c / 3\right)
\end{aligned}
$$

where $\sigma^{n}(t)=\max \left\{t_{k}^{n} \in \pi^{n}: t_{k}^{n} \leqslant t\right\}$. This concludes the proof of 7.L and, thus, by 7.K, we have also completed the proof of 7.C.
7.M. To complete our proof of Proposition 4.1 it remains to show the existence of the characteristics $\mu$ and $C$. This implication follows from the proved existence of the functional $K(f)$ and requires only a standard observation that the form and obvious properties of $K$ (cf. (4.5)) uniquely determine $\mu$ and $C$.
7.N. For any left quasi-continuous semimartingale $X$ the characteristic $B$ exists.

Initially, we assume that $X=A+X^{\prime}$, where a.s.

$$
\begin{equation*}
\operatorname{Var} A\left(t_{\infty}\right) \leqslant M \quad \text { and } \quad \sup _{t \in T}\left|X^{\prime}(t)\right| \leqslant M, \tag{7.10}
\end{equation*}
$$

$A$ is left quasi-continuous and $X^{\prime}$ is a martingale. Since $X^{\prime}$ is a left quasi-continuous martingale, by 7.G, $X^{\prime}$ has the characteristic $B$. So it is sufficient to prove the uniform convergence of $B_{n}$ in the case of $X=A$. In this case it is a known fact on "laplaciens approches". It can also be directly deduced as follows. Consider, without loss of generality, only non-decreasing $A$, and then follow the pattern of estimation of the first term in (7.3).

The reduction of the general case to the case considered above proceeds as in 7.G. Take a general semimartingale $X=A+X^{\prime}$, where $A$ is a left quasi--continuous process of locally bounded variation and $X^{\prime}$ is a local martingale, and introduce

$$
\tau=\inf \left\{t \in T: \operatorname{Var} A(t) \geqslant M \text { or }\left|X^{\prime}(t)\right| \geqslant M\right\}
$$

Let $\hat{X}(t)=[X(\tau \wedge t)]^{2 M}$. Then the rest of the proof mimicks the remainder of the proof of 7.G.
7.O. To prove Remark 4.5 it suffices to demonstrate that if $X$ is a left quasi-continuous semimartingale and $f \in \mathscr{R}$, then $K_{n}(f)-K_{n}^{0}(f)$ is uniformly convergent to 0 in $P\left(K_{n}^{0}(f)\right.$ is defined by (7.2)).

As in 7.D it is enough to prove the above statement for $f \in \mathscr{R}_{0}$ and $f=h$. If $f \in \mathscr{R}_{0}$, then it follows from 7.N. If $f=h$, then, once again, assume initially that $X$ satisfies (7.10). Then we have

$$
\begin{aligned}
K_{n}(h)(t)-K_{n}^{0}(h)(t) & =\sum_{t_{k}^{n} \leq t}\left(\left(\mathrm{E}\left(d_{k}^{n} \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right)^{2}+\left(\mathrm{E} \psi\left(d_{k}^{n}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)^{2}\right) \\
& =\sum_{t_{k} \leqslant t}\left(\left(\mathrm{E}\left(a_{k}^{n} \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right)^{2}+\left(\mathrm{E} \psi\left(d_{k}^{n}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)^{2}\right),
\end{aligned}
$$

where $a_{k}^{n}=A\left(t_{k}^{n}\right)-A\left(t_{k-1}^{n}\right)$ and $\psi(x)=[x]-[x]^{2 M}$, so that

$$
\begin{aligned}
\sup _{t \in T}\left|K_{n}(h)(t)-K_{n}^{0}(h)(t)\right| \leqslant & \sup _{t_{k}^{n} \in \pi^{n}}\left|\mathrm{E}\left(a_{k}^{n} \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right| \sum_{t_{t} \in \pi^{n}}\left|\mathrm{E}\left(a_{k}^{n} \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right| \\
& +\sup _{t_{k}^{n} \in \pi^{n}}\left|\mathrm{E}\left(\psi\left(d_{k}^{n}\right) \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right| K_{n}^{0}(|\psi|)\left(t_{\infty}\right) .
\end{aligned}
$$

By 7.G the second term converges to 0 in $P$ as $n \rightarrow \infty$, and the first term converges to 0 in $P$ because, by 7.A, the sup goes to zero in $P$ and because, in view of Lemma 2.2, we have, for each $b>0$,

$$
P\left(\sum_{t_{k}^{n} \in \pi^{n}}\left|\mathbb{E}\left(a_{k}^{n} \mid \mathscr{F}\left(t_{k-1}^{n}\right)\right)\right|>b\right) \leqslant \frac{M}{b}+2 \frac{b+2 M}{b} P\left(\operatorname{Var} A\left(t_{\infty}\right)>M\right)=\frac{M}{b}
$$

Now, in the general case, we can take $\hat{X}$ as in 7.N, and the proof can be concluded by estimating both

$$
P\left(\sup _{t \in T}\left|K_{n}^{0}(h)(t)-\hat{K}_{n}^{0}(h)(t)\right|>b\right) \quad \text { and } \quad P\left(\sup _{t \in T}\left|K_{n}(h)(t)-\hat{K}_{n}(h)(t)\right|>b\right)
$$

as in 7.I.
7.P. If $X(t), t \in T$, is a process with independent increments with sample paths in $D(T)$ and such that $\bigcup_{n} \pi^{n}$ contains all the points of stochastic discontinuity of the process $X$, then $B_{n}$ is uniformly convergent on $T$ to a function $B$ in $D(T)$. If $B \in \operatorname{BV}(T)$, then

$$
\operatorname{Var} B(t)=\lim _{n \rightarrow \infty} \sum_{t_{k}^{n} \leqslant t}\left|\mathbb{E}\left[d_{k}^{n}\right]\right|, \quad t \in T .
$$

Indeed, define

$$
X_{n}(t)=\sum_{t_{k} \leqslant t}\left[d_{k}^{n}\right] .
$$

Then, for each $t$ and for each $\omega$ such that $X(\omega, \cdot) \in D(T) \hat{X}(T):=\lim X_{n}(t)$ is well defined.

Moreover, $\left\{X_{n}(t), t \in T\right\}$ is also convergent in $D(T)$ to $\{\hat{X}(t+), t \in T\}$ for $\omega$ as above. Thus, by inequality (2.2), for $a$ large enough and all $n \in N$, we have

$$
\mathrm{E} X_{n}^{*} \leqslant \frac{a+1}{1 / 2-P\left(X_{n}^{*}>a\right)} \leqslant 4(a+1)
$$

Here for a process $Y, Y^{*}:=\sup _{t \in T}|Y(t)|$. Therefore, we get

$$
\begin{equation*}
\mathrm{E} \hat{X}^{*} \leqslant 4(a+1) \tag{7.11}
\end{equation*}
$$

Let $B(t)=\mathrm{E} \hat{X}(t)$ (which is well defined for each $t$ in view of (7.11)) and let $\hat{d}_{k}^{n}=\hat{X}\left(t_{k}^{n}\right)-\hat{X}\left(t_{k-1}^{n}\right)$. Then for each $n$, any $a>0$, and any selection of signs $\varepsilon_{k}^{n}= \pm 1$, we have (by (2.2))

$$
\begin{equation*}
\mathrm{E} \sum^{*} \varepsilon_{k}^{n}\left(\left[d_{k}^{n}\right]-\hat{d}_{k}^{n}\right) \leqslant \frac{a+\mathrm{E} \sup _{k}\left|\left[d_{k}^{n}\right]-\hat{d}_{k}^{n}\right|}{1 / 2-P\left(\sum \mid\left[\left[d_{k}^{n}\right]-\hat{d}_{k}^{n} \mid>a\right)\right.} . \tag{7.12}
\end{equation*}
$$

Since, by (7.11),

$$
\sup _{k}\left|\left[d_{k}^{n}\right]-\hat{d}_{k}^{n}\right| \leqslant 2 \hat{X}^{*}+1 \in L^{1} \quad \text { and } \quad \lim _{n \rightarrow \infty} \sum\left|\left[d_{k}^{n}\right]-\hat{d}_{k}^{n}\right|=0
$$

for each $\omega$ such that $X(\omega, \cdot) \in D(T)$, the left-hand side of (7.12) converges to 0 as $n \rightarrow \infty$.

Hence firstly,

$$
\lim _{n \rightarrow \infty} \sup _{t \in \pi^{n}}\left|B_{n}(t)-B(t)\right|=0
$$

and, since $B$ is a continuous function away from $\bigcup_{n} \pi^{n}$, we infer that the uniform convergence of $B_{n}$ to $B$ takes place on all of $T$, which implies that $B \in D(T)$. The fact that $B$ is continuous away from $\bigcup_{n} \pi^{n}$ can be seen as follows: Let $t_{0} \notin \bigcup_{n} \pi^{n}$. Then for each $\varepsilon>0$ there exists an interval $I=\left(t_{k-1}^{n}, t_{k}^{n}\right)$ for some $n, k$, containing $t_{0}$ and such that

$$
P\left(\sup _{t, t^{\prime} \in I}\left|X(t)-X\left(t^{\prime}\right)\right|>\varepsilon\right)<\varepsilon,
$$

and therefore

$$
P\left(\sup _{t, r^{\prime} \in I}\left|\hat{X}(t)-\hat{X}\left(t^{\prime}\right)\right|>\varepsilon\right)<\varepsilon .
$$

Thus, as before, by (2.2),

$$
\sup _{t, t^{\prime} \in I}\left|B(t)-B\left(t^{\prime}\right)\right| \leqslant \frac{\varepsilon+\mathrm{E} \sup _{t, t^{\prime} \in I}\left|\hat{X}(t)-\hat{X}\left(t^{\prime}\right)\right|}{1 / 2-P\left(\sup \left|\hat{X}(t)-\hat{X}\left(t^{\prime}\right)\right|>\varepsilon\right)},
$$

and since, by (7.11), $\mathrm{E} \hat{X}^{*}<\infty$, we get

$$
\mathrm{E} \sup _{t, t \in I}\left|\hat{X}(t)-\hat{X}\left(t^{\prime}\right)\right|<\varepsilon
$$

if $I$ is sufficiently small. Hence

$$
\sup _{t, t^{\prime} \in I}\left|B(t)-B\left(t^{\prime}\right)\right| \leqslant 2 \varepsilon(1 / 2-\varepsilon)^{-1}
$$

if $I$ is sufficiently small.
Secondly, (7.12) also implies that

$$
\lim _{n \rightarrow \infty} \sum_{t_{k}^{n} \in \pi^{n}}\left|\mathbb{E}\left[d_{k}^{n}\right]-\mathbb{E} \hat{d}_{k}^{n}\right|=0,
$$

which proves the second statement of 7.P.
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