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#### Abstract

In this paper we examine the generalization of the Wong-Zakai theorem for the nonlinear stochastic functional differential equations with values in the space $R^{d}$ $(d \geqslant 1)$. As the result of the piecewise linear approximation of the $m$-dimensional Wiener process we obtain an explicit formula for the limit of a sequence of solutions to the ordinary differential equations with a delay argument; this very limit is a solution to the stochastic differential equation with a delay argument with the additional term called the Itô correction term.


1. Introduction. The approximation Wong-Zakai theorem [12] was generalized, e.g., for the multidimensional case ([5], [11]), for the more general noises than the Wiener process ([7], [10]), for the infinite-dimensional case ([1]-[3]), but it did not include the stochastic differential equations with a delay argument.

What this paper contains is just such a generalization. We have been using the general theory of the functional stochastic differential equations ([6], [8], [9]). Mainly, we have based our argumentation on the tools of the approximation theorem in [5].

As an example we have considered the linear equation for the delay which is constant in time and for the noise being the one-dimensional Wiener process.

We wish to thank Professor J. Zabczyk for inspiring discussions on this subject and to Dr. A. L. Dawidowicz for several very constructive comments.
2. Definitions and notation. Let $t \in[0, T]$ and let $\left(\Omega, \mathscr{F}_{,}, \mathscr{F}_{t}, P\right)$ be a complete probability space with $\mathscr{F}_{t}=\left(\mathscr{F}_{t}\right)_{t \in[0, T]}$ being the increasing family of sub- $\sigma$-algebras of the $\sigma$-algebra $\mathscr{F}$. We put $J=(-\infty, 0]$ and we introduce metric spaces $\mathscr{C}_{-}=C\left(J, R^{d}\right), \quad \mathscr{C}_{1}=C\left((-\infty, T], R^{d}\right)$ and $\mathscr{C}_{2}^{0}$ $=C\left((-\infty, T], R^{m}\right)=\tilde{\Omega}$ of continuous functions. The space $\mathscr{C}_{-}$is endowed with the metric

$$
(f, g)_{\mathscr{G}_{-}}=\sum_{n=1}^{\infty} 2^{-n} \frac{\|f-g\|_{n}}{1+\|f-g\|_{n}} \quad \text { for } f, g \in \mathscr{C}_{-},\|h\|_{n}=\max _{-n \leqslant t \leqslant 0}|h(t)| .
$$

Similarly we define the metrics for $\mathscr{C}_{1}$ and $\mathscr{C}_{2}^{0}$ with $\|h\|_{n}=\max _{-n \leqslant t \leqslant T}|h(t)|$. Here $d$ is a dimension of a state space and $m$ is a dimension of the Wiener process; in the space $\mathscr{C}_{2}^{0}$ all functions are equal to zero at zero. We denote by $\mathscr{X}$ one of the above spaces.

Let $\mathscr{B}(\mathscr{X})$ denote the topological $\sigma$-algebra of the space $\mathscr{X}$. It is obvious that it is identical with $\sigma$-algebra generated by the family of all Borel cylinder sets in $\mathscr{X}$. So we construct the Wiener space $\left(\mathscr{C}_{2}^{0}, \mathscr{B}\left(\mathscr{C}_{2}^{0}\right), P^{w}\right)$, where $P^{w}$ is a Wiener measure ([5], Chapter I). The coordinate process $B(t, w)=w(t)$, $w \in \mathscr{C}_{2}^{0}$, is an m-dimensional Wiener process.

The smallest Borel algebra that contains $\mathscr{B}_{1}, \mathscr{B}_{2}, \ldots$ is denoted by $\mathscr{B}_{1} \cup \mathscr{B}_{2} \cup \ldots ; \mathscr{B}_{u, v}(X)$ denotes the smallest Borel $\sigma$-algebra for which a given stochastic process $X(t)$ is measurable for every $t \in[u, v]$; and $\mathscr{B}_{u, v}(d B)$ denotes the smallest Borel algebra for which $B(s)-B(t)$ is measurable for every $(t, s)$ with $u \leqslant t \leqslant s \leqslant v$.

We introduce the condition
(A1) for every $t \in(-\infty, T]$ the algebra $\mathscr{B}_{-\infty, t}(X) \cup \mathscr{B}_{-\infty, t}(d B)$ is independent of $\mathscr{B}_{t, T}(d B)$ to give the meaning for the stochastic integrals in (2) below.

Le $\hat{\varepsilon} B^{n}(t, w)$ be the following piecewise linear approximation of $B(t, w)=w(t):$

$$
\begin{equation*}
B^{n, p}(t, w)=w^{p}\left(k / 2^{n}\right)+2^{n}\left(t-k / 2^{n}\right)\left(w^{p}\left((k+1) / 2^{n}\right)-w^{p}\left(k / 2^{n}\right)\right) \tag{1}
\end{equation*}
$$

for each $p=1, \ldots, m$ and $k T / 2^{n} \leqslant t<(k+1) T / 2^{n}$ for $k=0,1, \ldots, 2^{n}-1$.
We introduce the following notation and functions:

$$
\delta=\frac{1}{2^{n} n}, \quad t_{n}^{-}(t)=\frac{\left[2^{n} t\right]}{2^{n}}, \quad t_{n}^{+}(t)=\frac{\left[2^{n} t\right]+1}{2^{n}}, \quad m(t)=\frac{t_{n}^{-}(t)}{2^{-n}},
$$

where $[\cdot]$ denotes the integer part of the real number.
For further considerations a segment of trajectory must be defined. Let $f$ be a function of $t \in(-\infty, T]$. For a fixed $t \in[0, T]$ we define a function $f_{t}$ on ( $-\infty, 0$ ] by the formula

$$
f_{t}(\theta)=f(t+\theta)
$$

For the stochastic process $X(t, w)$ we define

$$
X_{t}(\theta, w)=X(t+\theta, w), \quad \theta \in J ;
$$

therefore $X_{t}(\cdot, w)$ denotes the segment of the trajectory $X(\cdot, w)$ on $(-\infty, t]$.
3. Description of a model. Now we consider $\tilde{\Omega}$, defined before by $\mathscr{C}_{2}^{0}=C\left((-\infty, T], R^{n}\right)$. Let $X$ be a continuous stochastic process $X(t, w)$ : $(-\infty, T] \times \tilde{\Omega} \rightarrow R^{d}$, that is, $X: \tilde{\Omega} \rightarrow \mathscr{X}=\mathscr{C}_{1}$.

We take the fixed initial constant stochastic process

$$
X^{i}(0+\theta, w)=X_{0}^{i}(w)=X_{0}^{n, i}(w)=Y_{0}^{i}(w) \quad \text { for } \theta \in J, i=1, \ldots, d
$$

We introduce the following operators: $b: \mathscr{C}_{-} \rightarrow R^{d}, \sigma: \mathscr{C}_{-} \rightarrow L\left(R^{m}, R^{d}\right)$ ( $L\left(R^{m}, R^{d}\right)$ is the Banach space of linear functions from $R^{m}$ to $R^{d}$ with the uniform operator norm $\left|\left.\right|_{L}\right)$. We assume
(A2) $b$ and $\sigma$ are continuous operators.
The additional definition of $b$ and $\sigma$ is necessary. Namely, we usually assume that the stochastic differential equations of the type considered here are satisfied for $t \geqslant 0$ only. However, in the proof of our theorem and in the definition of a correction term, our equations are to be satisfied also for $t<0$. Therefore we define $b(t, \varphi)=\sigma(t, \varphi)=0$ for $t<0$ or $b_{1}(t, \varphi)=b(\varphi) \chi(t)$, $\sigma_{1}(t, \varphi)=\sigma(\varphi) \chi(t)$, where $\chi(t)=1$ for $t \geqslant 0$ and $\chi(t)=0$ for $t<0$, if the operators $b$ and $\sigma$ do not depend apparently on $t$. This is possible because our initial function is constant on $(-\infty, 0]$. In such a sense the operators $b$ and $\sigma$ are understood in this paper. The fact that the above assumptions are necessary can be observed just in formula ( $* *$ ) in Section 4 in the proof of our theorem.

Now we introduce the operators

$$
\tilde{b}: \mathscr{C}_{-} \rightarrow \mathscr{C}_{-} \quad \text { and } \quad \tilde{\sigma}: \mathscr{C}_{-} \rightarrow C\left(J, L\left(R^{m}, R^{d}\right)\right)
$$

where

$$
\begin{gathered}
\tilde{b}: \mathscr{C}_{-} \ni g \rightarrow\left(J \ni \tau \rightarrow b(g(\cdot+\tau)) \in R^{d}\right), \\
\tilde{\sigma}: \mathscr{C}_{-} \ni g \rightarrow\left(J \ni \tau \rightarrow \sigma(g(\cdot+\tau)) \in L\left(R^{m}, R^{d}\right)\right),
\end{gathered}
$$

that is, for $\tau<0$ and a shift transformation $S_{\tau}: J \ni \vartheta \rightarrow \vartheta+\tau$,

$$
[\tilde{b}(g)](\tau)=b\left(g \circ S_{\tau}\right)=b(g(\cdot+\tau)), \quad[\tilde{\sigma}(g)](\tau)=\sigma\left(g \circ S_{\tau}\right)=\sigma(g(\cdot+\tau))
$$

Remark. 1. From the above-given definitions we see that the initial process has to be constant.

Remark 2. This construction explains why we consider ( $-\infty, 0]$ to be a domain of the initial function. In fact, we shall deal only with a part of this function on $[-r, 0]$ for a fixed real number $r>0$. If we considered the segment $[-r, 0]$ to be a domain, it would make impossible to define correctly the functions $\tilde{b}$ and $\tilde{\sigma}$.

We consider the following stochastic differential equation with a delay argument for every $i=1, \ldots, d$ :

$$
\begin{equation*}
X^{i}(t, w)=X_{0}^{i}(w)+\int_{0}^{t} b^{i}\left(X_{s}(\cdot, w)\right) d s+\sum_{p=1}^{m} \int_{0}^{t} \sigma^{i p}\left(X_{s}(\cdot, w)\right) d w^{p}(s) . \tag{2}
\end{equation*}
$$

By replacing the Wiener process by $B^{n}$ in equation (2) we obtain the following approximations of (2):

$$
\begin{equation*}
X^{n, i}(t, w)=X_{0}^{n, i}(w)+\int_{0}^{t} b^{i}\left(X_{s}^{n}(\cdot, w)\right) d s+\sum_{p=1}^{m} \int_{0}^{t} \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right) \dot{B}^{n, p}(s, w) d s \tag{n}
\end{equation*}
$$

For further considerations we formulate another stochastic differential equa-
tion, i.e.,

$$
\begin{align*}
& \begin{aligned}
Y^{i}(t, w)=Y_{0}^{i}(w)+\int_{0}^{t} b^{i}\left(Y_{s}(\cdot, w)\right) d s & +\sum_{p=1}^{m} \int_{0}^{t} \sigma^{i p}\left(Y_{s}(\cdot, w)\right) d w^{p}(s) \\
& +\frac{1}{2} \sum_{p=1}^{m} \sum_{j=1}^{d} \int_{0}^{t} \tilde{D}_{j} \sigma^{i p}\left(Y_{s}(\cdot, w)\right) \sigma^{j p}\left(Y_{s}(\cdot, w)\right) d s
\end{aligned} \tag{3}
\end{align*}
$$

for every $i=1, \ldots, d$. Further, $D \sigma^{i p}$ is the Fréchet derivative from $\mathscr{C}_{-}$to $L\left(\mathscr{C}_{-}, R\right)$ (necessary assumptions are given below) while $\tilde{D}_{j} \sigma^{i p}\left(Y_{s}(\cdot, w)\right)$ $=\mu_{s, w, Y}^{i p j}(\{0\})$ is the $j$-th coordinate of a measure $\mu=\mu_{s, w, Y}^{i p}$ on $\mathscr{C}_{-}$such that

$$
\mu(\Phi)=\sum_{j=1}^{d} \int_{-\infty}^{0} \Phi_{j}(v) \mu^{j}(d v)
$$

We have $\mu(A)=\mu(A \cap(-\infty, 0))+\mu(A \cap\{0\})=\tilde{\mu}(A)+\mu(\{0\}) \delta_{0}(A)$, where $\delta_{0}$ is a Dirac measure, $A \in \mathscr{B}((-\infty, 0))$. It is obvious that

$$
D \sigma^{i p}(g)(\Phi)=\sum_{j=1}^{d} \int_{-\infty}^{0} \Phi_{j}(v) \mu_{s, w, g}^{i p j}(d v)
$$

is a direction derivative. We notice that for a smooth function $h(\cdot)$ we have $\int_{-\infty}^{0} h(v) \delta_{0}(d v)=h(0)$. We introduce a function

$$
\widetilde{A}_{\mathrm{t}}^{j p n}: \tau \in J \rightarrow \sigma^{j p}\left(X_{t+\tau}^{n}(\cdot, w)\right) \dot{B}^{n, p}(t+\tau, w) \in R .
$$

Remark 3. We may take in (3) the integral $\int_{0}^{t}$ because $\sigma^{i p}$ has no sense for $s \leqslant r$ but we have there

$$
\frac{d X^{n}(t+\tau, w)}{d t}=0
$$

(see (**) in Section 4).
We put $\Psi(t, w)=b\left(X_{t}(w)\right)$ and $\Phi(t, w)=\sigma\left(X_{t}(w)\right)$. The second integral in (2) is the Itô integral ([5], [8]).

Let us introduce the following conditions:
(A3) The initial stochastic process $X_{0}$ is $\mathscr{F}_{0}$-measurable and

$$
P\left(\left|X_{0}(w)\right|<\infty\right)=1, \quad \text { where }\left|X_{0}(w)\right|=\sum_{i=1}^{d}\left|X_{0}^{i}(w)\right|
$$

$\mathscr{B}_{-\infty, 0}\left(X_{0}\right)$ is independent of $\mathscr{B}_{0, T}(B)$.
(A4) For every $\varphi, \psi \in \mathscr{C}_{-}$the following Lipschitz condition is fulfilled:

$$
|b(\varphi)-b(\psi)|^{2}+|\sigma(\varphi)-\sigma(\psi)|_{L}^{2} \leqslant L^{1} \int_{-\infty}^{0}|\varphi(\theta)-\psi(\theta)|^{2} d K \theta+L^{2}|\varphi(0)-\psi(0)|^{2}
$$

where $K(\theta)$ is a certain bounded measure on $J, L^{1}$ and $L^{2}$ are some constants.
(A5) For every $\varphi \in \mathscr{C}$ _ the following growth condition is fulfilled:

$$
(b(\varphi))^{2}+(\sigma(\varphi))_{L}^{2} \leqslant L^{1} \int_{-\infty}^{0}\left(1+\varphi^{2}(\theta)\right) d K \theta+L^{2}\left(1+\varphi^{2}(0)\right)
$$

(A6) We have

$$
P\left(\int_{0}^{T}\left|b\left(X_{s}\right)\right| d s<\infty\right)=1, \quad P\left(\int_{0}^{T} \sigma^{2}\left(X_{s}\right) d s<\infty\right)=1
$$

(A7) $b^{i}, \sigma^{i p} \in \mathscr{C}_{b}^{1}\left(\mathscr{C}_{-}\right)$for every $i=1, \ldots, d, p=1, \ldots, m$, where $\mathscr{C}_{b}^{1}$ is the space of bounded mappings with continuous first derivative, that is, for any numbers $A>0$ and $\varepsilon>0$ there exist numbers $B>0$ and $\delta>0$ such that $\left\|X_{s}^{1}-X_{s}^{2}\right\|_{-B}^{0}<\delta$ implies

$$
\left|\int_{-\infty}^{0} \Phi(v) \mu_{1}(d v)-\int_{-\infty}^{0} \Phi(v) \mu_{2}(d v)\right|<\|\Phi\|_{-A}^{0} \varepsilon
$$

Definition 1. We say that the $d$-dimensional continuous stochastic process $X:(-\infty, T] \times \mathscr{C}_{2}^{0} \rightarrow R^{d}$ is a strong solution to equation (2) with a given process $w(t)$ if conditions (A1), (A2), (A6) are satisfied and equation (2) is valid with probability 1 for all $t \in(-\infty, T]$.

The uniqueness of strong solutions is understood in the sense of trajectories, that is, if for every two strong solutions $X$ and $\tilde{X}$ to equation (2) defined on the same probability space we have

$$
P\left(\sup _{t \in[-\infty, T]}|X(t, w)-\tilde{X}(t, w)|>0\right)=0 .
$$

Definition 2. We recall that the absolutely continuous stochastic process $X^{n}:(-\infty, T] \times \mathscr{C}_{2}^{0} \rightarrow R^{d}$ is a solution to equation ( $2^{n}$ ) if conditions (A2), (A3) are satisfied and equation $\left(2^{\prime \prime}\right)$ is valid with probability 1 for all $t \in(-\infty, T]$.

Let us notice that conditions (A2)-(A7) ensure the existence and uniqueness of the strong solution $Y$ to equation (3). Indeed (see [6], Sections 5 and 7), under conditions (A2)-(A5) there exists a strong solution to equation (2). The uniqueness may be derived from the proof of Theorem 11, Section 10 in [6], for the multidimensional case with an additional remark that measurability is a consequence of continuous dependence of solutions on the initial condition. Now we consider the term

$$
\begin{equation*}
b^{i}\left(Y_{t}(\cdot, w)\right)+\tilde{D}_{j} \sigma^{i p}\left(Y_{t}(\cdot, w)\right) \sigma^{j p}\left(Y_{t}(\cdot, w)\right) \tag{*}
\end{equation*}
$$

in equation (3). Since $\tilde{D}_{j} \sigma^{i p}$ is a measure, we have

$$
\begin{gathered}
\left|\tilde{D}_{j} \sigma^{i p}(\varphi) \sigma^{j p}(\varphi)\right| \leqslant \bar{C}\left|\sigma^{j p}(\varphi)\right|, \\
\left|\tilde{D_{j}} \sigma^{i p}(\varphi) \sigma^{j p}(\varphi)-\tilde{D}_{j} \sigma^{i p}(\psi) \sigma^{j p}(\psi)\right| \leqslant \bar{C}\left|\sigma^{j p}(\varphi)-\sigma^{j p}(\psi)\right|,
\end{gathered}
$$

where $\bar{C}$ is a constant. Thus conditions (A4) and (A5) are fulfilled for the term (*). It is obvious that other conditions are also fulfilled and equation (3) has also exactly one strong solution.

Moreover, for every $n \in N$, under condition(A4) there exists exactly one solution to the ordinary differential equation ( $2^{\prime \prime}$ ) with a delay argument (see [4] and [6]).

The following limit $Z_{t}^{n}$ in the space $\mathscr{C}_{-}$is understood in the norm sense:

$$
Z_{t}^{n}(\cdot)=\lim _{h \rightarrow 0} \frac{X_{t+h}^{n}(\cdot)-X_{t}^{n}(\cdot)}{h}
$$

that is

$$
\max _{-\infty<\theta \leqslant 0}\left|h^{-1}\left(X_{i+h}^{n}(\theta)-X_{t}^{n}(\theta)\right)-Z_{t}^{n}(\theta)\right| \rightarrow 0 \text { as } h \rightarrow 0, \quad \theta \in J
$$

(we choose an appropriate norm on $[-r, 0]$ from the family of seminorms). We have

$$
Z_{t}^{n}(\theta)=\frac{d}{d t} X_{t}^{n}(\theta)=\dot{X}^{n}(t+\theta), \quad \theta \in J
$$

Putting $u=t+\theta$ we have

$$
\dot{X}^{n}(t+\cdot): \theta \rightarrow \frac{d X^{n}(u)}{d u}, \quad-\infty<u \leqslant t .
$$

Moreover, it is obvious that

$$
\frac{d X_{t}(\theta)}{d t}=\frac{d X_{t}(\theta)}{d \theta}
$$

because $X_{t}(\theta)=X(t+\theta)$.
If we understand $t$ as a variable we have

$$
\dot{X}_{:}^{n}: t \in[0, T] \rightarrow \dot{X}_{t}^{n} \in \mathscr{C}_{-} .
$$

4. The Approximation Theorem. We shall prove the following

Theorem 1. Let the conditions (A2)-(A5) and (A7) be fulfilled. Let $B^{n}(t, w)$ be the approximation of type (1) of the Wiener process. We assume that $X^{n}$ and $Y$ are solutions to ( $2^{n}$ ) and (3), respectively, with a constant initial stochastic process. Then conditions (A1) and (A6) are satisfied and, for every $T>0$,

$$
\lim _{n \rightarrow \infty} \sup _{0 \leqslant t \leqslant T} \mathrm{E}\left[\left|X^{n}(t, w)-Y(t, w)\right|^{2}\right]=0
$$

Proof. The assumptions of the theorem ensure the existence and uniqueness of the solutions to equations ( $2^{n}$ ) and (3). For every $i=1, \ldots, d$ we write the subtraction of equations ( $2^{\prime \prime}$ ) and (3):

$$
X^{n, i}(t, w)-Y^{i}(t, w)=H_{1}(t)+H_{2}(t)+H_{3}+H_{4}(t),
$$

where

$$
\begin{aligned}
H_{1}(t)= & \sum_{p=1}^{m} \int_{t_{n}^{-}}^{t} \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right) \dot{B}^{n, p}(s, w) d s-\sum_{p=1}^{m} \int_{t_{n}^{n}}^{t} \sigma^{i p}\left(Y_{s}(\cdot, w)\right) d w^{p}(s) \\
& -\frac{1}{2} \sum_{p=1}^{m} \sum_{j=1}^{d} \int_{t_{\bar{n}}}^{t} \tilde{D}_{j} \sigma^{i p}\left(Y_{s}(\cdot, w)\right) \sigma^{j p}\left(Y_{s}(\cdot, w)\right) d s \\
= & H_{11}(t)-\sum_{p=1}^{m} H_{12}^{p}(t)-H_{13}(t)
\end{aligned}
$$

$$
\begin{aligned}
& H_{2}(t)= \sum_{p=1}^{m} \int_{1 / 2^{n}}^{t \bar{n}} \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right) \dot{B}^{n, p}(s, w) d s-\sum_{p=1}^{m} \int_{1 / 2^{n}}^{t \bar{n}} \sigma^{i p}\left(Y_{s}(\cdot, w)\right) d w^{p}(s) \\
&-\frac{1}{2} \sum_{p=1}^{m} \sum_{j=1}^{d} \int_{1 / 2^{n}}^{t \bar{n}} \tilde{D}_{j} \sigma^{i p}\left(Y_{s}(\cdot, w)\right) \sigma^{j p}\left(Y_{s}(\cdot, w)\right) d s, \\
& H_{3}= \sum_{p=1}^{m} \int_{0}^{1 / 2^{n}} \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right) \dot{B}^{n, p}(s, w) d s-\sum_{p=1}^{m} \int_{0}^{1 / 2^{n}} \sigma^{i p}\left(Y_{s}(\cdot, w)\right) d w^{p}(s) \\
&-\frac{1}{2} \sum_{p=1}^{m} \sum_{j=1}^{d} \int_{0}^{1 / 2^{n}} \tilde{D}_{j} \sigma^{i p}\left(Y_{s}(\cdot, w)\right) \sigma^{j p}\left(Y_{s}(\cdot, w)\right) d s, \\
& H_{4}(t)=\int_{0}^{t} b^{i}\left(X_{s}^{n}(\cdot, w)\right) d s-\int_{0}^{t} b^{i}\left(Y_{s}(\cdot, w)\right) d s .
\end{aligned}
$$

Further, $c_{l}, l=0,1, \ldots, 25$, denote some positive constants.
From ( $2^{\prime \prime}$ ) we have

$$
\begin{equation*}
\left|X^{n, i}(t, w)-X^{n, i}(s, w)\right| \leqslant c_{0}\left(\sum_{p=1}^{m} \int_{s}^{t}\left|\dot{B}^{n, p}(u, w)\right| d u+(t-s)\right) \tag{4}
\end{equation*}
$$

From the boundedness of $\sigma$ we obtain

$$
\begin{aligned}
& \mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|H_{11}(t)\right|^{2}\right]=\mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|\sum_{p=1}^{m} \int_{t_{n_{n}}}^{t} \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right) \dot{B}^{n, p}(s, w) d s\right|^{2}\right] \\
& \leqslant \mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|\sum_{p=1}^{m}\left(2^{-n} \sup _{s} \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right)\right)^{2}\left(\int_{t_{n}^{+}}^{t_{n}^{+}} \dot{B}^{n, p}(s, w)^{2} d s\right)\right|\right] \\
& \leqslant c_{1} \cdot 2^{-n} \mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left(\int_{t_{n}^{\prime}}^{t_{n}^{+}}\left|\dot{B}^{n, p}(s, w)\right| d s\right)^{2}\right]
\end{aligned}
$$

and we estimate

$$
\begin{aligned}
& \mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left(\int_{t_{n}}^{t_{n}^{+}}\left|\dot{B}^{n, p}(s, w)\right| d s\right)^{2}\right] \leqslant \mathrm{E}\left[\sup _{k}\left(\int_{k / 2^{n}}^{(k+1) / 2^{n}}\left|\dot{B}^{n, p}(s, w)\right| d s\right)^{4}\right]^{1 / 2} \\
& \leqslant \mathrm{E}\left[\sum_{k=1}^{m(T)}\left(\int_{k / 2^{n}}^{(k+1) / 2^{n}}\left|\dot{B}^{n, p}(s, w)\right| d s\right)^{4}\right]^{1 / 2}=\left[\sum_{k=1}^{m(T)} \mathrm{E}\left[\int_{k / 2^{n}}^{(k+1) / 2^{n}}\left|\dot{B}^{n, p}(s, w)\right| d s\right]^{4}\right]^{1 / 2} \\
& =\left[\sum_{k=1}^{m(T)} \mathrm{E}\left[B^{n, p}\left(\frac{k+1}{2^{n}}, w\right)-B^{n, p}\left(\frac{k}{2^{n}}, w\right)\right]^{4}\right]^{1 / 2} \\
& =\left[\sum_{k=1}^{m(T)} \mathrm{E}\left[w^{p}\left(\frac{k+1}{2^{n}}\right)-w^{p}\left(\frac{k}{2^{n}}\right)\right]^{4}\right]^{1 / 2} \\
& \leqslant\left(m(T) 3\left(1 / 2^{n}\right)^{2}\right)^{1 / 2} \leqslant c_{2}\left(2^{n}\left(1 / 2^{n}\right)^{2}\right)^{1 / 2}=c_{2}\left(1 / 2^{n}\right)^{1 / 2}
\end{aligned}
$$

Therefore

$$
\mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|H_{11}(t)\right|^{2}\right] \leqslant c_{3}\left(1 / 2^{n}\right)^{1 / 2} \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Further we estimate

$$
\begin{aligned}
& \mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|H_{12}^{p}(t)\right|^{2}\right]=\mathrm{E}\left[\sup _{0 \leqslant t \leqslant T} \mid \int_{t_{n}^{-}}^{t} \sigma^{i p}\left(Y_{s_{n}^{-}}(\cdot, w)\right) d w^{p}(s)\right. \\
&\left.+\left.\int_{t_{n}^{-}}^{t}\left(\sigma^{i p}\left(Y_{s}(\cdot, w)\right)-\sigma^{i p}\left(Y_{s_{n}^{-}}(\cdot, w)\right)\right) d w^{p}(s)\right|^{2}\right] \\
& \leqslant \mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|\int_{t_{n}^{-}}^{t} \sigma^{i p}\left(Y_{s_{n}^{-}}(\cdot, w)\right) d w^{p}(s)\right|^{2}\right] \\
&+\mathrm{E}\left[\left.\left.\sup _{0 \leqslant k \leqslant m(T)} \sup _{0 \leqslant t \leqslant 1 / 2^{n}}\right|_{k / 2^{n+t}} ^{k / 2^{n}}\left(\sigma^{i p}\left(Y_{s}(\cdot, w)\right)-\sigma^{i p}\left(Y_{s_{n}^{-}}(\cdot, w)\right)\right) d w^{p}(s)\right|^{2}\right] \\
&= \hat{H}_{1}(t)+\hat{H}_{2}(t) .
\end{aligned}
$$

From the Hölder inequality, the well-known inequality for the Ito integrals, the assumptions on $\sigma^{i p}$ and (7.32) in [5] we have

$$
\begin{aligned}
\hat{H}_{1}(t) & \leqslant \mathrm{E}\left[\sup _{0 \leqslant t \leqslant T} \int_{t_{n}^{-}}^{t} \sigma^{i p}\left(Y_{s_{n}^{-}}(\cdot, w)\right)^{2} d s\right] \leqslant c_{4}\left(\int_{t_{n}^{-}}^{t} d s\right)^{2} \\
& \leqslant c_{4}\left(1 / 2^{n}\right)^{2} \rightarrow 0 \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

Let $w^{\prime}$ be the Wiener process translated in time, i.e.,

$$
w^{\prime}(t)=w\left(t+k / 2^{n}\right)-w\left(k / 2^{n}\right)
$$

It is obvious that the process $Y_{k / 2^{n+t}}$ may be considered as the solution to (3) after replacing $w$ by $w^{\prime}$ and $Y_{o}^{i}$ by $Y_{k / 2^{n}}^{i}$ defined by the formula

$$
Y_{k / 2^{n}}(\theta)=Y\left(k / 2^{n}+\theta\right)
$$

Let $\mathscr{F}$ be the smallest $\sigma$-algebra such that $Y_{k / 2^{n}}$ is a stochastic process with respect to it. Let $Y_{t}$ be a solution to (3) with the initial condition $Y_{0}^{\xi}=\xi$. Let $\mathrm{E}^{\prime}$ denote the expectation and conditional expectation standing for the integration with respect to $w^{\prime}$. Since the increments of the Wiener process are stationary, we may replace the computing of $E$ of the original process by the computing of $\mathbf{E}^{\prime}$ of the translated process. Therefore, using (A4) we have

$$
\begin{aligned}
\hat{H}_{2}(t) & \leqslant \sum_{k=0}^{m(T)} \mathrm{E}^{\prime}\left\{\mathrm{E}\left[\sup _{0 \leqslant t \leqslant 1 / 2^{n}}\left(\int_{0}^{t}\left(\sigma^{i p}\left(Y_{k / 2^{n+s}}(\cdot, w)\right)-\sigma^{i p}\left(Y_{k / 2^{n}}(\cdot, w)\right)\right) d w^{p}(s)\right)^{2}\right] \mid \mathscr{B}\right\} \\
& \leqslant c_{5} \sum_{k=0}^{m(T)} \mathrm{E}^{\prime}\left\{\mathrm{E}\left[\int_{0}^{1 / 2^{n}}\left(\sigma^{i p}\left(Y_{s}(\cdot, w)\right)-\sigma^{i p}(\xi)\right)^{2} d s\right] \mid \mathscr{B}\right\}
\end{aligned}
$$

$$
\begin{aligned}
\leqslant & c_{6}(m(T)+1) \sum_{j=1}^{d} \mathrm{E}^{\prime}\left\{\mathrm { E } \left[\int _ { 0 } ^ { 1 / 2 ^ { n } } \left(L^{1} \int_{-\infty}^{0}\left|Y_{s}^{\xi}(u)-Y_{k / \mathbf{Z}^{n}}(u)\right|^{2} d K(u)\right.\right.\right. \\
& \left.\left.\left.+L^{2}\left|Y^{\xi}(s)-Y\left(k / 2^{n}\right)\right|^{2}\right) d s\right] \mid \mathscr{B}\right\},
\end{aligned}
$$

where $\zeta(\theta)=Y\left(k / 2^{n}+\theta\right)$ and, as in (7.57) of [5], we get

$$
\hat{H}_{2}(t) \leqslant c_{7} \frac{1}{2^{n}} \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Therefore, we obtain

$$
\left|Y^{i}(s)-Y^{i}\left(k / 2^{n}\right)\right|^{2}=\left|\int_{0}^{s} b^{i}\left(Y_{u^{\xi}}^{\xi}(\cdot, w)\right) d u+\sum_{p=1}^{m} \int_{0}^{s} \sigma^{i p}\left(Y_{u^{\xi}}^{\xi}(\cdot, w)\right) d w^{p}(u)\right|^{2}
$$

From (A7) we have

$$
\begin{aligned}
\mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|H_{13}(t)\right|^{2}\right] & =\frac{1}{2} \mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|\sum_{p=1}^{m} \sum_{j=1}^{d} \int_{t_{n}^{\prime}}^{t} \tilde{D}_{j} \sigma^{i p}\left(Y_{s}(\cdot, w)\right) \sigma^{j p}\left(Y_{s}(\cdot, w)\right)\right|^{2} d s\right] \\
& \leqslant c_{8}\left|\int_{t_{n}}^{t} d s\right|^{2} \leqslant c_{9}\left(1 / 2^{n}\right)^{2} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
\end{aligned}
$$

To estimate $H_{2}(t)$ we shall first present the integral $\int_{t_{n}^{+}}^{t_{n}^{-}}$as a sum $\sum_{k=1}^{m(t)-1} \int_{k / 2^{n}}^{(k+1) / 2^{n}}$. At first let us observe that for $-\infty<u \leqslant 0$

$$
\begin{aligned}
X^{n, i}(t+u, w)= & X^{n, i}(0)+\int_{0}^{t+u} b^{i}\left(X_{s}^{n}(\cdot, w)\right) d s \\
& +\sum_{p=1}^{m} \int_{0}^{t+u} \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right) \dot{B}^{n, p}(s, w) d s \\
= & X^{n, i}(0)+\int_{-u}^{t} b^{i}\left(X_{s+u}^{n}(\cdot, w)\right) d s \\
& +\sum_{p=1}^{m} \int_{-u}^{t} \sigma^{i p}\left(X_{s+u}^{n}(\cdot, w)\right) \dot{B}^{n, p}(s+u, w) d s \\
= & X^{n, i}(u)+X^{n, i}(0)-X^{n, i}(0)+\int_{0}^{t} b^{i}\left(X_{s+u}^{n}(\cdot, w)\right) d s \\
& +\sum_{p=1}^{m} \int_{0}^{t} \sigma^{i p}\left(X_{s+u}^{n}(\cdot, w)\right) \dot{B}^{n, p}(s+u, w) d s
\end{aligned}
$$

where we used the assumption that the initial process is constant. Therefore, for $-\infty<\tau \leqslant 0$ we have
(**) $\frac{d X^{n, i}(t+\cdot, w)}{d t}(\tau)=b^{i}\left(X_{t+\tau}^{n}(\cdot, w)\right)+\sum_{p=1}^{m} \sigma^{i p}\left(X_{t+\tau}^{n}(\cdot, w)\right) \dot{B}^{n, p}(t+\tau, w)$.

Now we take into consideration

$$
\begin{aligned}
& H=\int_{k / 2^{n}}^{(k+1) / 2^{n}} \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right) \dot{B}^{n, p}(s, w) d s=\left.\sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right) B^{n, p}(s, w)\right|_{k / 2^{n}} ^{(k+1) / 2^{n}} \\
& +\sigma^{i p}\left(X_{k / 2^{n}}^{n}(\cdot, w)\right) B^{n, p}\left(\frac{k+1}{2^{n}}, w\right)-\sigma^{i p}\left(X_{k / 2^{n}}^{n}(\cdot, w)\right) B^{n, p}\left(\frac{k+1}{2^{n}}, w\right) \\
& -\int_{k / 2^{n}}^{(k+1) / 2^{n}} D \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right) \frac{d X^{n}(s+\cdot, w)}{d s} B^{n, p}(s, w) d s \\
& =\sigma^{i p}\left(X_{k / 2}^{n}(\cdot, w)\right)\left(B^{n, p}\left(\frac{k+1}{2^{n}}, w\right)-B^{n, p}\left(\frac{k}{2^{n}}, w\right)\right) \\
& +\left(\sigma^{i p}\left(X_{(k+1) / 2^{n}}^{n}(\cdot, w)\right)-\sigma^{i p}\left(X_{k / 2 n}^{n}(\cdot, w)\right)\right) B^{n, p}\left(\frac{k+1}{2^{n}}, w\right) \\
& -\int_{k / 2^{n}}^{(k+1) / 2^{n}} D \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right) \frac{d X^{n}(s+\cdot, w)}{d s} B^{n, p}(s, w) d s \\
& =J_{1}(k)+\int_{k / 2^{n}}^{(k+1) / 2^{n}} D \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right)\left(\tilde{b}\left(X_{s}^{n}(\cdot, w)\right)\right. \\
& \left.+\sum_{p=1}^{m} \widetilde{A}_{s}^{p n}\right)\left(B^{n, p}\left(\frac{k+1}{2^{n}}, w\right)-B^{n, p}(s, w)\right) d s \\
& =J_{1}(k)+\sum_{j=1}^{d} \int_{k / 2^{n}}^{(k+1) / 2^{n}} \int_{-\infty}^{0} b^{j}\left(X_{s+v}^{n}(\cdot, w)\right) \mu_{s, w, X}^{i p j}(d v) \\
& \times\left(B^{n, p}\left(\frac{k+1}{2^{n}}, w\right)-B^{n, p}(s, w)\right) d s \\
& +\sum_{j=1}^{d} \int_{k / 2^{n}}^{(k+1) / 2^{n}} \int_{-\infty}^{0} \sum_{p=1}^{m} \sigma^{j p}\left(X_{s+v}^{n}(\cdot, w)\right) \dot{B}^{n, p}(s+v, w) \tilde{\mu}_{s, w, X}^{i p j}(d v) \\
& \times\left(B^{n, p}\left(\frac{k+1}{2^{n}}, w\right)-B^{n, p}(s, w)\right) d s \\
& +\sum_{j=1}^{d} \int_{k / 2^{n}}^{(k+1) / 2^{n}} \sum_{p=1}^{m} \tilde{D}_{j} \sigma^{i p}\left(X_{s}^{n}(\cdot, w)\right) \sigma^{j p}\left(X_{s}^{n}(\cdot, w)\right) \dot{B}^{n, p}(s, w) \\
& \times\left(B^{n, p}\left(\frac{k+1}{2^{n}}, w\right)-B^{n, p}(s, w)\right) d s \\
& =J_{1}(k)+\sum_{r=1}^{3} \sum_{j=1}^{d} J_{r 2}^{j}(k) .
\end{aligned}
$$



$$
\begin{aligned}
& +\sum_{k=1}^{m(t)-1} \int_{k / 2^{n}}^{(k+1) / 2^{n}}\left(\tilde{D_{j}} \sigma^{i p}\left(X_{k / 2^{n}}^{n}(\cdot, w)\right) \sigma^{j p}\left(X_{k / 2^{n}}^{n}(\cdot, w)\right)\right. \\
& \left.\times\left(\dot{B}^{n, p}(s, w)\left(B^{n, p}\left(\frac{k+1}{2^{n}}, w\right)-B^{n, p}(s, w)\right)-c_{p}\left(2^{-n}, n\right)\right)\right) d s \\
& +\frac{1}{2} \sum_{k=1}^{m(t)-1} \int_{k / 2^{n}}^{(k+1) / 2^{n}}\left(\tilde{D_{j}} \sigma^{i p}\left(X_{k / 2^{n}}^{n}(\cdot, w)\right) \sigma^{j p}\left(X_{k / 2^{n}}^{n}(\cdot, w)\right)\right. \\
& \left.-\tilde{D}_{j} \sigma^{i p}\left(Y_{s}(\cdot, w)\right) \sigma^{j p}\left(Y_{s}(\cdot, w)\right)\right) d s \\
& +\sum_{k=1}^{m(t)-1} \int_{k / 2^{n}}^{(k+1) / 2^{n}} \frac{1}{2^{n}} \tilde{D}_{j} \sigma^{i p}\left(X_{k / 2^{n}}^{n}(\cdot, w)\right) \sigma^{j p}\left(X_{k / 2^{n}}^{n}(\cdot, w)\right) \\
& \times\left(c_{p}\left(\frac{1}{2^{n}}, n\right)-\frac{1}{2}\right)+\sum_{k=1}^{m(t)-1} J_{22}^{j}(k) \\
& =I_{51}(t)+\ldots+I_{56}(t),
\end{aligned}
$$

where

$$
c_{j}(t, n)=t^{-1} \mathrm{E}\left[\int_{0}^{t} \dot{B}^{n, j}(s, w)\left(B^{n, j}(t, w)-B^{n, j}(s, w)\right) d s\right], \quad \lim _{n \rightarrow \infty} c_{j}\left(1 / 2^{n}, n\right)=\frac{1}{2}
$$

(see [5], Lemma 7.1).
Since $X^{n}$ is uniformly continuous on the finite interval, $X_{s}^{n}$ is continuous as a function of the variable $s$ with the functional values and we may estimate (analogously as in [5])

$$
\begin{gathered}
\mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|I_{51}(t)\right|^{2}\right] \leqslant c_{17} \frac{n}{2^{n}} \rightarrow 0 \quad \text { as } n \rightarrow \infty, \\
\mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|I_{52}(t)\right|^{2}\right] \leqslant c_{18} \frac{n^{3}}{2^{n}} \rightarrow 0 \quad \text { as } n \rightarrow \infty, \\
\mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|I_{53}(t)\right|^{2}\right] \rightarrow 0 \quad \text { as } n \rightarrow \infty, \\
\mathrm{E}\left[\sup _{0 \leqslant t \leqslant T}\left|I_{55}(t)\right|^{2}\right] \leqslant c_{19}\left(c_{p}\left(\frac{1}{2^{n}}, n\right)-\frac{1}{2}\right)^{2} \rightarrow 0 \quad \text { as } n \rightarrow \infty, \\
\mathrm{E}\left[\sup _{n \leqslant t \leqslant T}\left|I_{56}(t)\right|^{2}\right] \rightarrow 0 \quad \text { as } n \rightarrow \infty .
\end{gathered}
$$

Further, using (A4) and (7.68) of [5], for every $t_{1} \in[0, T]$ we obtain

$$
\begin{aligned}
& \mathrm{E}\left[\sup _{0 \leqslant t \leqslant t_{1}}\left|I_{54}(t)\right|^{2}\right] \leqslant c_{20}\left(\int_{0}^{t_{1}} \mathrm{E}\left[\left|Y(s, w)-X^{n}\left(s_{n}^{-}, w\right)\right|^{2}\right] d s\right. \\
&\left.+\int_{0}^{t_{1}}\left(\int_{-\infty}^{0} \mathrm{E}\left[\left|Y_{s_{1}}(\cdot, w)-X_{s_{i, n}}^{n}(\cdot, w)\right|^{2}\right] d K\left(s_{1}\right)\right) d s\right) \\
& \leqslant c_{21}\left(\int_{0}^{t_{1}} \mathrm{E}\left[\left|Y(s ; w)-X^{n}(s, w)\right|^{2}\right] d s+\int_{0}^{t_{1}}\left[\mathrm{E}\left|X^{n}(s, w)-X^{n}\left(s_{n}^{-}, w\right)\right|^{2}\right] d s\right. \\
&+\int_{0}^{t_{1}}\left(\int_{-\infty}^{0} \mathrm{E}\left[\left|Y\left(s_{1}, w\right)-X_{s_{1}}^{n}(\cdot, w)\right|^{2}\right] d K\left(s_{1}\right)\right) d s \\
&\left.+\int_{0}^{t_{1}}\left(\int_{-\infty}^{0} \mathrm{E}\left[\left|X_{s_{1}}^{n}(\cdot, w)-X_{s_{1}, n}^{n}(\cdot, w)\right|^{2}\right] d K\left(s_{1}\right)\right) d s\right) \\
& \leqslant c_{22}\left(\int_{0}^{t_{1}} \mathrm{E}\left[\left|Y(s, w)-X^{n}(s, w)\right|^{2}\right] d s\right. \\
&\left.+\int_{0}^{t_{1}}\left(\int_{-\infty}^{0} \mathrm{E}\left[\left|Y_{s_{1}}(\cdot, w)-X_{s_{1}}^{n}(\cdot, w)\right|^{2}\right] d K\left(s_{1}\right)\right) d s+\frac{2 n}{2^{n}}\right)
\end{aligned}
$$

It is obvious that $\left|H_{3}\right| \leqslant \sup _{0 \leqslant t \leqslant T}\left|H_{1}(t)\right|$; hence

$$
\mathrm{E}\left[\left|H_{3}\right|^{2}\right] \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

For every $t_{1} \in[0, T]$, using the Hölder inequality and (A4) we obtain

$$
\begin{aligned}
& \mathrm{E}\left[\sup _{0 \leqslant t \leqslant t_{1}}\left|H_{4}(t)\right|^{2}\right] \leqslant c_{23}\left(\int_{0}^{t_{1}} \mathrm{E}\left[\left|Y(s, w)-X^{n}(s, w)\right|^{2}\right] d s\right. \\
&\left.\quad+\int_{0}^{t_{1}}\left(\int_{-\infty}^{0} \mathrm{E}\left[\left|Y_{s_{1}}(\cdot, w)-X_{s_{1}}^{n}(\cdot, w)\right|^{2}\right] d K\left(s_{1}\right)\right) d s\right)
\end{aligned}
$$

Now we shall use the generalized Gronwall lemma ([8], Lemma 4.13).
Lemma. Let $k_{0}, k_{1}, k_{2}$ be nonnegative constants, let $u(t)$ be a bounded function for every $t \in(-\infty, T]$ and $v(t)$ be a nonnegative integrable function. We assume that $K(s)$ is a nondecreasing nonnegative right-continuous function such that $0 \leqslant K(s) \leqslant 1$ and that

$$
u(t) \leqslant k_{0}+k_{1} \int_{0}^{t} v(s) u(s) d s+k_{2} \int_{0}^{t} v(s)\left(\int_{-\infty}^{t} u\left(s_{1}\right) d K\left(s_{1}\right)\right) d s
$$

Then

$$
u(t) \leqslant k_{0} \exp \left(\left(k_{1}+k_{2}\right) \int_{0}^{t} v(s) d s\right)
$$
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