
BklEWPMZING Ll-DI'5gANCE 
BETWEEN DIST&%BPI~OT"$ FUNCTIONS 

BY 

EUGENE P. SCBUSTER (EL PASO, TEXAS) 

Abszract. The problem addressed i s  that sf finding the cbmesl distribution FunGt~oa 
G in a class of distributions Q to a gigriven theoretical or ernpirial distribution function 
F in the L,-norm, Applimgons conadered are those of m~mating the center of 
~y~ymmctrg B in the cme-sample probfem and in estimslring the shift O in the two-sample 
p r ~ b l ~ m  by minimizing the L, -distsn= between suf tably chosen empirical distribu~en 
functions. In both cases, t.he minimixing 6 is shown to be Galrun's estimator. Tbe closest 
symmetric distribution function to the empirical in L,-nom i s  identilid as the average 
of the empirical: distribution fuactian and the! empirical distribution function of the: data 
~ R e a e d  about Galtones athator. The miaiaizing techniques employed can ba usd  to 
give new proofs of the eorrespoading results for the L,-norm where the minimizing 8 is 
the! Rodms-Ishmann estimator. 

1, h&adsrctiolpa and saraamary, In this paper we consider the probIm of 
ideauying the dosest distribution function G in L,-norm g to a given 
distribution function (edf) E when G ranges over a class af distribution 
fuauctians 6. In Lemma 2.1 of Section 2, we interpret Q ( F ,  G) as an expectation 
E [X  - PI, where X and Y are joindy distributed random va~ables having 
marghal d f s  F md 6 ,  respmtivdy, and joint distribution idmtieal to that of 
(F- ' (U) ,  G- ' (U)) ,  where- U is uniform over the interval 10, 1). We use this 
wpresentation in Scction 2 to show that Galton's estimator (defined in 
Theorems 2.2 and 2-41 minimixes the L,-distance hetwegn suitabty chasm 
empirical dist tibuion firnctiolls in estimating the center of symet ty  in the 
oneaan1p1e problem and in estimatiag the shift in the two-sample problem. It 
then follows from [Eij that the closest syrmmetd~ distrjbution ta the empisid 
cdf i s  as average of the iempkicd ~ d f  and the empirical cdf of the data mflectad 
about Gdton's estimator. In Se~tian 2, wc briefly show that the- minim~ng  
techniyuu: employed in this gaper can be used is. the corresponding eases far 
fhk: L,-norm and for HeEag,er distance. 

In x;eldcd work, Schusblsler [6] has expliciay identified the clnse~t symmetTic 
distdbuticsx~ to the empiri~ supnom and L,-nozzrm, Bickel mcl Hodges 121 
present history, properties, md. asymptrs~e d ~ ~ o z y  of Gaiton" sestbatar md test. 

2 Gdtom's e s h g t l r  mi L,. Let F a @v@n (Mi ~antinuous) 
theomticd or omlai.Zicd suznulahive Bistrilsuhan fufuns~on and Iet F-I be the 
eompandimg quanae fmctiarr &find on (0, 1) by F"&(u) =-2 infix: F[x) 3 t d ) .  



Let 2%' be a crass of dist~bution functions with finite meails and, for G E S ,  eat 

be the I;,-&stance between F and E, Then: 

Pwaof, As noted, far example, in 611 

since both inkgats seprmetlt the area betavmn the paph of F" a d  6, 1F U is 
uniform over the interval @, 11, then the lemma followcvs from the well-known 
nsdt that X = =:F-"leJ) and Y = G-"EU) have distribution fuactions F and. C, 
r e s ~ j v e l y .  s 

Next we wilt show that far some classes of distributions %' we can use 
Lemma 2.1 to identify the cdf G E B  which. minhizes q ( F ,  G) over GEB. We 
first cansider the problem of estimating the Gentes of syme t ry  by minimidng 
the L,-norm. 

Let X, , . . . , X, be independent: identicalay distributed (iid) r,v.'s s j t h  
cdf I P ,  Suppose the distribution F is symmetric with center 0. In this mse, 
20-X , ,  . . . ,28-%, are also iid with d f  F .  Let us consider estimating 8 by d, 
where @ minhizes the L,-distsmce between the empirical d f 3  Ftl and FnI;?,$ .; a) 
based on XI, . . . , X, and 2a- X, ,  . . . , 2rs- X,, respectivdy. Our next theorem 
indisates that the minikuizing Q" is Galton" estimator* 

Were and in Section 3, let ;r(,l, . . ., X(,,, be the order stadstics carre?;pond- 
izag tu X,, sw . l  XH. Then: 

nraaswr 2.2, Gabon's seseifi'nrcbiar. 4 =. mdiaa ((Xtll -t Xtn+ - r9/2: 1 g i < ~ t )  

mi~ingkes 
cCI 

h, , (c t )=g(E; , , lT*( . ;a) )=  f IFn(x]-Fn(x;af ldx oueP ail a. 
- G o  

BrooL Ushg Lemma 2.1, we see that g(I;,, F @ , ( o , ( . ;  a]) = EfX- YI with 
X and Y jointly distributed as (6;;;'(?J), F;'(ZI; a)) when F ,  \ .Frl(.; u) are 
the: quaatile f u ~ ~ t i ~ n ~  ci~rresiponding fa F ,  and Fn{*; a), respectively, and La is 
uniform over (0, 11). Now fi3r (i- l)/n < Zr G i/4, i = 1, 2, . . . , n,  we see that 
(F; (U), F';'(U; a)) - (Xtt1, 2a- X4, , , _. i,]. Thrrs (X, Ir") i s  jointly &scr~k+wi& 
distribution the same as that of an empiniczl cdf over the I? pairs 
(X{,,, 2a - Xe+ +J- It then follows that 
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where q,, = {Xlo + XE,, , -il)J"2. Since the median n r i n j e e s  the sum of the 
absolute deviations af the data ham any constant a, the proof is complete. ~a 

In our next theorem, we note that the closest syravnetric .cdf to the 
empirical cdf in L,-norm i s  the average of the empiricd cdf and the empirical 
cdf of the data refle~ted about Galton's estimator 0. 

fou all x, and d is Galton" sestirnntclr. 

Proof, The theorem foDows directly from 'P"kes~em 2.2 above and 
Theorem 3 of [GI. m 

Remark  1 ,  Let I, be the distribution function of the constant: random 
variable which always mrtssumes the vdw a and let $9 be tlte class of all such 
single paint distibations, Then one can use Lemma 2.1 and the equality 
I;' = a to see that the usual median l? ~ninimizes &,(a) = ST, /Ff1(x)-I,(x)ldx 
over a31 a, and hence I g  is the closest edf to I;, in the class 3. 

Next we consider the pmblera of estimating the shift B in the two-samplie 
problem. In this dIr&ioa, let P",, and G,, be the empirical cdfs bas& an two 
indepndent samples, say X,, ..., X, iid as F and V,, ..., k", iid as 6, where 
G(x) = Pix-19) for dl x. LRt X,$,, . . . , X,,, and qlr, . . . , YF,, be the rsor%apsrlding 
order staGtisiics. Now, G(x-t-0) - Ffx), and so both F8,(x) md G,,(x+O) es~mate 
Ftxl). Thus one can estimate 0 by that value of a which minimha the LL,-&stance: 
betwan the emgiicd i X s  F,, aad G,,(.+a). Our next tkeorem indicates that the 
mini&ing value of a, say 8, is Cstlton" estimator of shift when 8% = m. 

P r o  of: Let us use the notation G,(*; a) fur the: cdf &filled by G,,(x; a) 
=. G,(x+a) and lei G,I(.; a) be she quanlilc filaretiorr earresponding to 
GEE*; a). Then, using Lemma 2.1, we see that 

where ( X ,  r) is distribrtted as (F,; ' ( U ) ,  6: '(U; u)3 when U iu unirornrljf distrib- 
uted aver (0, 1). Thus, X and Y are johtty discrete with joint dis~ribu~ou @-den by 
the empirid cdf aver the n pairs sf oder ~ifatkt ia fXIijl qtl-a). But tthen 

1 11 1 tF 

is minimized at median -Xtf,: 1 $ i G n)  and the proof is cotnpl&e. B 



Suppose .then that n f m. Let us define qt), . . . Xi,,, and yi j,.. . , q;,, as 
the; order stdistics of the nm rarzrlom variables consisting of m rt:pIiieations of 
each aof X,,,, . . ., Xfa, and PI replications of each of &,, . . , , ,,,, respectively. 
Then: 

C ~ R ~ L L W R Y  2.5. The Galtom type es t imt~r  $ = med(q) --XiEl: f < J G nm) 
n~initnizes 

g.i 

h,(n)- IF,(x)-C,(x+a)Jdx over all a. 
-4 

Proof. Ging the notation as in the proof of Theorem 2.4, we lake U to k 
uniform aver (0, I) .  Then for (i - 1)Jnm .r ZI d i/m, i = 1, 2, . . . , mr, we 8% 
that ( F i l ( U ) ,  G; ' ( U ;  a)) = (X;,, qX - a), Proceeding as in the proof of Thes- 
r m  2.4, the validity of the corollary easily follows. ta 

3. MmMaing; L2-u@rm and He2linrgs dkhnce. h this section wt: will 
sketch the proofs of the theorems of Section 2 for the t,-norm, In this case it is 
known (see [33-.[5]) that the Hedge-IRbmann estimatar minimizes the 
L,-distanec: betvveen empirical cdfs and replrtces Cdton's estjnaator in re- 
sa tkg  Theorems 2.2-2,4 for the L,-norm Simple praafs af these theorems 
follow from the followhg analog of a 2.1 for the L,-norm, 

Let X , ,  %, be iid as X where X has cdf F and let Y,, Y, be independent of 
%, , X, and iid as I" where X." has alf G. Suppose X and Y have finite m t a ~ s ,  
Take 

cD 

e (F ,  C;)= J (F(x)- .G(x:X)~dx.  
-a 

Then: 

THEO- 3.1. @ ( F ,  6) EjX1-pfli-(EIXd-Xsll+E/frl - Y2!)/2. F U P $ ~ ~ -  
more, g (F,  6) = EIX, 4- X ,  - 2a] - EIX, - X,j w k n  Y - (is diss-ributech as') 
2a--X (C refleca F aboarz the point (a, 1/21] and q(F,  $3) = ISIXS-Xp-ktl 
-EJX, -X,I when Y - &--a (G shifis F by ttn raaror~nl 4, 

Pro of. For simplicity we will write C f (x)dx as J: f in the following. 
Noting that W = (~%+G3/2 and K =. FG are both cdfs with H 3 K md 
K % HN-l, we proceed as in the proof of L e m a  2.1 to ser: that 

where % hag ~ d f '  M: and W has cdf W. Since K = FG, it Follaw~ that IC" is the cdfS af 
Z = max(X,, &",) Notkg &at rmx (a, b)  == (a  i- b -t- )a - bl)/2, we sm that 
2 E ( 9  - E(X,)+E(YI",)EIX,- ql. Selasly,  s i m  W has ludf H - (Fa+G2)/2, 





Boos [33 rrtt~butes the first proof of Corollary 3.2 to KaQsel [53 and us= 
CoroUasg 3.2 ixl ksting the zlonpasametric null hypothesis of symmetry about 
an umrhown center 8. Fine [4] bad pre-viausly pratred the two-sample- vemioi~ 
d the corollary, 
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