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#### Abstract

The Lindeberg theorem is derived on stratified nilpotent Lie groups; that is a normal convergence theorem for a triangular system of probability measures in case of bounded (homogeneous) moments of second order. By using necessary and sufficient conditions for convergence of convolution semigroups of probability measures on Lie groups a Lindeberg-Feller theorem is proved on the Heisenberg group.


Introduction. One of the classical questions of the central limit problems for a sequence $\left(\mu_{n}\right)_{n \geqslant 1}$ of probability measures on a topological group $G$ is to find appropriate automorphisms $\tau_{n}$ of the group in such a way that the sequence $\left(\tau_{n}\left(\mu_{1} * \ldots * \mu_{n}\right)\right)_{n \geqslant 1}$ of the standardized convolution products converges to some Gaussian limit. The limiting Gaussian measure should be stable as well. It is known that nilpotent Lie groups play an important role concerning stability of probability measures on a topological group. In [28] and [10] Hazod and Siebert showed that the investigation of stable measures on a locally compact group can be reduced to the case of a simply connected nilpotent Lie group whose Lie algebra admits a positive graduation. Therefore it is natural to study generalizations of the classical results connected with central limit problems in case of such groups.

For the sake of simplicity we restrict our attention to the class of stratified nilpotent Lie groups. Leaving the classical case of $\boldsymbol{R}^{k}$ out of consideration, these groups are non-commutative, non-compact, have infinite-dimensional irreducible representations, and the set of finite-dimensional representations does not separate the points of the group (thus they are not maximally almost periodic).

We consider a triangular system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ of probability measures. In the case of a Lie group, the convergence behaviour of the sequence $\left(\mu_{n 1} * \ldots * \mu_{n k_{n}}\right)_{n \geqslant 1}$ of row products has been studied in [33], [6], [29], [12], and

[^0][26]. Using the results of Wehn [33] we prove in the case of a stratified Lie group the analogue of the classical central limit theorem under the Lindeberg condition
$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x| \geqslant \varepsilon}|x|^{2} \mu_{n k}(d x)=0 \quad \text { for all } \varepsilon>0
$$
where $x \rightarrow|x|$ is an arbitrary homogeneous norm on the group. Sometimes the condition
$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \mu_{n k}(G \backslash U)=0 \quad \text { for all neighborhoods } U \text { of } e
$$
on a topological group is also called a (generalized) Lindeberg condition (see, e.g., [33], [29], and [12]), but it should be rather called a Khinchin condition (cf. [5] and [1]). As a corollary we obtain a central limit theorem for probability measures $\mu$ with $\int|x|^{2} \mu(d x)<\infty$, that is, the convergence of the sequence $\left(\delta_{1 / \sqrt{n}}\left(\mu^{n}\right)\right)_{n \geqslant 1}$ to some Gaussian measure, where $\left(\delta_{t}\right)_{t>0}$ are the natural dilations (see [22]; in [3] and [32] stronger moment conditions are supposed). Another corollary is a Lindeberg central limit theorem for suitably standardized $n$-fold convolution products $\mu_{1} * \ldots * \mu_{n}$ of probability measures on the Heisenberg group (the simplest non-commutative stratified nilpotent Lie group). The standardization is performed in such a way that the limit distribution will be the standard Gaussian measure.

Next we are concerned with necessary and sufficient conditions for the convergence of convolution semigroups of probability measures on Lie groups in terms of their generating functionals and characteristics of their canonical decompositions. (This problem plays an important role in investigation of the necessity of the Lindeberg condition.) Some partial results were obtained in [33] (see also the interpretation of Grenander [6]). Hazod [8] has proved that the convergence of the generating functionals of the convolution semigroups implies the convergence of the convolution semigroups themselves. The converse is contained in [26], though not explicitly stated, as remarked by Hazod and Scheffler [9] (who have also formulated, in the case of exponential Lie groups, necessary and sufficient conditions in terms of the corresponding generating functionals on the Lie algebra) and discovered in Khokhlov [14] (who applied it for stable measures). We give a complete proof of the above-mentioned converse part using the idea of Siebert [26], and prove the analogue of the classical results (see [5], § 19, Theorems 1 and 2, in the case of $\boldsymbol{R}$, and [30] in the case of $\boldsymbol{R}^{k}$ ).

Finally, we study Feller type central limit theorems, that is, the necessity of the Lindeberg condition for a triangular system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ of probability measures. Siebert [26] showed that under some boundedness condition on the Fourier transforms of the measures $\mu_{n k}$ the classical approximation with the accompanying Poisson system can be applied. (In the case of a commutative
group it can always be achieved by appropriate shifts of $\mu_{n k}$ that the limit points of the row products of $\left(\mu_{n k}\right)$ and those of the accompanying Poisson system coincide; but for a general group this does not work.)

In the case of the Heisenberg group we can use explicit forms for the irreducible unitary representations, and we prove that the condition

$$
\sup _{n \geqslant 1} \sum_{k=1}^{k_{n}} \int|x|^{2} \mu_{n k}(d x)<\infty
$$

implies the above-mentioned condition of Siebert. Thus the convergence of an infinitesimal triangular system with bounded (homogeneous) moments of second order implies that the accompanying Poisson system is convergent to the same limit. In the classical situation of $\boldsymbol{R}^{k}$ this implies the convergence of the corresponding accompanying sequence of Poisson semigroups to the unique embedding semigroup of the limit distribution. But for the Heisenberg group the uniqueness of the embedding convolution semigroup of a Gaussian measure is not known (it is known only that the embedding of a Gaussian measure into a Gaussian semigroup is unique on a simply connected nilpotent Lie group; see [2] in the case of 2-step nilpotent Lie groups and [21] for general nilpotent Lie groups). So we impose an additional condition: we suppose that the system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is normal in the sense that $\mu_{n j} * \tilde{\mu}_{n k}=\tilde{\mu}_{n k} * \mu_{n j}$ for all $1 \leqslant j, k \leqslant k_{n}$ (where $\tilde{\mu}$ is the adjoint of the measure $\mu$ ) and prove the classical necessary and sufficient conditions for the convergence of triangular systems to a given Gaussian measure (for the sake of simplicity we assume also that the measures $\mu_{n k}$ are centered). Supposing moreover the convergence of variances of the first two coordinates and the Lindeberg condition for the third coordinate we obtain the usual form of the Lin-deberg-Feller theorem.

1. Preliminaries on Lie groups. In this section we introduce some terminology, notation, preliminary background, and recall a version of the central limit theorem for infinitesimal, commutative triangular systems of probability measures on Lie groups due to Wehn [33].

Let $G$ be a Lie group of dimension $m \geqslant 1$ with neutral element $e$. Let $G^{\times}:=G \backslash\{e\}$. If $B$ is a subset of $G$, then $B^{-}$and $\partial B$ denote the closure and the boundary of $B$, respectively. Let $\mathscr{B}(G)$ denote the Borel $\sigma$-algebra of $G$. Let $\mathscr{U}(e)$ denote the system of all neighborhoods of $e . \operatorname{By} \mathscr{C}^{b}(G)$ we denote the space of bounded continuous complex-valued functions on $G$ equipped with the supremum norm $\|\cdot\|_{\infty}$. Let $\mathscr{C}_{u}(G)$ be the subspace of $\mathscr{C}^{b}(G)$ of uniformly continuous functions with respect to the left uniform structure on $G$. Let $\mathscr{D}(G)$ be the space of infinitely differentiable complex-valued functions with compact support on $G$. The space $\mathscr{E}(G)$ of bounded regular functions on $G$ is defined by

$$
\mathscr{E}(G):=\left\{f \in \mathscr{C}^{b}(G): f \cdot g \in \mathscr{D}(G) \text { for all } g \in \mathscr{D}(G)\right\}
$$

Let $\mathscr{G}$ be the Lie algebra of $G$, and exp: $\mathscr{G} \mapsto G$ the exponential mapping.

An element $X \in \mathscr{G}$ can be regarded as a (left-invariant) differential operator on $G$ : for $f \in \mathscr{D}(G)$ we put

$$
X f(x)=\lim _{t \rightarrow 0} \frac{f(x \exp t X)-f(x)}{t}
$$

If $\left\{X_{1}, \ldots, X_{m}\right\}$ is a basis of $\mathscr{G}$, then there is an associated triplet $\left(U_{0},\left\{\zeta_{1}, \ldots, \zeta_{m}\right\}, \varphi\right)$ (cf. [12], p. 260, and [26]) such that
(i) $U_{0} \in \mathscr{U}(e)$;
(ii) $\left\{\zeta_{1}, \ldots, \zeta_{m}\right\}$ is a system of canonical coordinates of the first kind in $\mathscr{D}(G)$ adapted to the basis $\left\{X_{1}, \ldots, X_{m}\right\}$ and valid in $U_{0}$, i.e., one has

$$
x=\exp \left(\sum_{i=1}^{m} \zeta_{i}(x) X_{i}\right) \quad \text { for each } x \in U_{0}
$$

(iii) $\varphi$ is a Hunt function for $G$ adapted to the coordinate system $\left\{\zeta_{1}, \ldots, \zeta_{m}\right\}$, i.e., $\varphi$ is in $\mathscr{E}(G)$, non-negative, bounded away from zero on $G \backslash U$ for any $U \in \mathscr{U}(e)$, and

$$
\varphi(x)=\sum_{i=1}^{m} \zeta_{i}(x)^{2} \quad \text { for all } x \in U_{0}
$$

We denote by $\mathscr{M}_{+}(G)$ the space of positive Radon measures on $G, \mathscr{M}_{+}^{b}(G)$ is the subspace of bounded measures, and $\mathscr{P}(G)$ the set of probability measures on $G$ which, equipped with the operation of convolution $*$ and the weak topology, is a topological semigroup. The Dirac measure in $x \in G$ is denoted by $\varepsilon_{x}$.

For $\mu \in \mathscr{P}(G), f \in \mathscr{C}^{b}(G)$ and $x \in G$ we define

$$
T_{\mu} f(x):=\int f(x y) \mu(d y) .
$$

We have $T_{\mu} f \in \mathscr{C}^{b}(G)$, and $T_{\mu}$ is called the convolution operator of $\mu$. It is a bounded linear operator on $\mathscr{C}^{b}(G)$ with $\left\|T_{\mu}\right\|=1, T_{\mu * v}=T_{\mu} T_{v}$ for all $\mu, v \in \mathscr{P}(G)$, and the correspondence $\left.\mu \rightarrow T_{\mu}\right|_{\mathscr{C}_{u}(G)}$ is continuous (cf. [12], p. 64).

A family $\left(\mu_{t}\right)_{t \geqslant 0}$ in $\mathscr{P}(G)$ is said to be a (continuous) convolution semigroup if $\mu_{s} * \mu_{t}=\mu_{s+t}$ for all $s, t \geqslant 0$, and $\lim _{t \downarrow 0} \mu_{t}=\mu_{0}=\varepsilon_{e}$. If $\left(\mu_{t}\right)_{t \geqslant 0}$ is a convolution semigroup, the family $\left(T_{\mu_{t}}\right)_{t \geqslant 0}$ of convolution operators defines a strongly continuous semigroup of contractions on the Banach space $\mathscr{C}_{u}(G)$ whose infinitesimal generator is denoted by $(N, \mathscr{N})$. We have $\mathscr{D}(G) \subset \mathscr{N}$ and

$$
(N f)(x)=\lim _{t \downarrow 0} t^{-1} \int(f(x y)-f(x)) \mu_{t}(d y)
$$

for all $x \in G$ and $f \in \mathscr{N}$. The generating functional $(A, \mathscr{A})$ of the convolution semigroup $\left(\mu_{t}\right)_{t \geqslant 0}$ is defined by

$$
\mathscr{A}:=\left\{f \in \mathscr{C}^{b}(G): A(f):=\lim _{t \downarrow 0} t^{-1} \int(f(x)-f(e)) \mu_{t}(d x) \text { exists }\right\} .
$$

We have $\mathscr{E}(G) \subset \mathscr{A}$ and $(N f)(x)=A\left({ }_{x} f\right)$, where the function ${ }_{x} f$ is defined by
${ }_{x} f(y)=f(x y)$. On $\mathscr{E}(G)$ the functional $A$ admits the canonical decomposition (Lévy-Khinchin formula)

$$
\begin{aligned}
A(f)= & \sum_{i=1}^{m} a_{i}\left(X_{i} f\right)(e)+\sum_{i, j=1}^{m} a_{i j}\left(X_{i} X_{j} f\right)(e) \\
& +\int_{G^{\times}}\left[f(x)-f(e)-\sum_{i=1}^{m} \zeta_{i}(x)\left(X_{i} f\right)(e)\right] \eta(d x)
\end{aligned}
$$

where $a_{1}, \ldots, a_{m}$ are real numbers, $\left(a_{i j}\right)_{1 \leqslant i, j \leqslant m}$ is a real symmetric positive semidefinite matrix, and $\eta$ is a Lévy measure on $G$, i.e., $\eta \in \mathscr{M}_{+}\left(G^{*}\right)$ with $\int_{G^{\times}} \varphi(x) \eta(d x)<\infty$ (see [13], [25], and [12], p. 268). We shall also say that the generating functional $A$ admits the canonical decomposition $\left(a_{i}, a_{i j}, \eta\right)_{1 \leqslant i, j \leqslant m}$.

A convolution semigroup $\left(\mu_{t}\right)_{t \geqslant 0}$ of non-degenerated measures is called a Gaussian semigroup if we have $\lim _{t \downarrow 0} t^{-1} \mu_{t}(G \backslash U)=0$ for all $U \in \mathscr{U}(e)$. A non-degenerated convolution semigroup $\left(\mu_{t}\right)_{t \geqslant 0}$ with canonical decomposition $\left(a_{i}, a_{i j}, \eta\right)_{1 \leqslant i, j \leqslant m}$ is a Gaussian semigroup if and only if $\eta=0$. A non-degenerated measure $\mu \in \mathscr{P}(G)$ is called a Gaussian measure if there exists a Gaussian semigroup $\left(\mu_{t}\right)_{t \geqslant 0}$ such that $\mu_{1}=\mu$. (For information on Gaussian semigroups cf. [12], [27].)

For $\gamma \in \mathscr{M}_{+}^{b}(G)$ the Poisson measure $\exp \left(\gamma-\gamma(G) \varepsilon_{e}\right) \in \mathscr{P}(G)$ with exponent $\gamma$ is defined by

$$
\exp \left(\gamma-\gamma(G) \varepsilon_{e}\right):=e^{-\gamma(G)} \sum_{k=0}^{\infty} \gamma^{k} / k!
$$

where $\gamma^{k}$ is the $k$-th convolution power of $\gamma$, and $\gamma^{0}:=\varepsilon_{e}$. For $t \geqslant 0$, clearly, $\mu_{t}:=\exp \left(t\left(\gamma-\gamma(G) \varepsilon_{e}\right)\right)$ is the Poisson measure with exponent $t \gamma$, and $\left(\mu_{t}\right)_{t \geqslant 0}$ is a convolution semigroup with generating functional $\left(\gamma-\gamma(G) \varepsilon_{e}, \mathscr{C}^{b}(G)\right)$; it is called a Poisson semigroup. Clearly, its canonical decomposition is $\left(a_{i}, 0, \gamma\right)_{1 \leqslant i \leqslant m}$, where $a_{i}=\int_{G^{\times}} \zeta_{i}(x) \gamma(d x)$ for $i=1, \ldots, m$ (that is, it contains no Gaussian part).

A triangular system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ of probability measures on $G$ is called infinitesimal if

$$
\lim _{n \rightarrow \infty} \max _{1 \leqslant k \leqslant k_{n}} \mu_{n k}(G \backslash U)=0 \quad \text { for all } U \in \mathscr{U}(e) .
$$

The system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is said to be commutative if

$$
\mu_{n j} * \mu_{n k}=\mu_{n k} * \mu_{n j} \quad \text { for all } 1 \leqslant j, k \leqslant k_{n} \text { and } n \geqslant 1
$$

The system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is said to be convergent to the limit $\mu$ if

$$
\mu \in \mathscr{P}(G) \quad \text { and } \quad \mu_{n 1} * \ldots * \mu_{n k_{n}} \rightarrow \mu \text { as } n \rightarrow \infty
$$

We shall apply the following central limit theorem proved by Wehn [33] (see also [6] and [26]):

Theorem 1.1. Let $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ be a commutative and infinitesimal system on a Lie group G. Suppose that
(i) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{G \backslash U} \varphi(x) \mu_{n k}(d x)=0$,
(ii) $\sup _{n \geqslant 1} \sum_{k=1}^{k_{n}}\left|\int_{U} \zeta_{i}(x) \mu_{n k}(d x)\right|<\infty$ for $i=1, \ldots, m$,
(iii) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{U} \zeta_{i}(x) \mu_{n k}(d x)=a_{i}$ for $i=1, \ldots, m$,
(iv) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{U} \zeta_{i}(x) \zeta_{j}(x) \mu_{n k}(d x)=a_{i j}$ for $i, j=1, \ldots, m$ for all $U \in \mathscr{U}(e)$. Then $\mu_{n 1} * \ldots * \mu_{n k_{n}} \rightarrow v$ as $n \rightarrow \infty$, where $v$ is the Gaussian measure with the infinitesimal generator

$$
\sum_{i=1}^{m} a_{i} X_{i}+\frac{1}{2} \sum_{1 \leqslant i, j \leqslant m} a_{i j} X_{i} X_{j}
$$

Remark 1. Condition (i) implies that the system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is infinitesimal. The boundedness of the coordinate functions $\left\{\zeta_{1}, \ldots, \zeta_{m}\right\}$ implies that if $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is an infinitesimal system, then conditions (ii), (iii) and (iv) are satisfied for all $U \in \mathscr{U}(e)$ if and only if they are satisfied for at least one $U \in \mathscr{U}(e)$. The non-classical condition (ii) was replaced by Siebert [26] by a weaker one (formulated by Fourier transforms of the measures $\mu_{n k}$ ), but it is not known whether it can be omitted.
2. Stratified nilpotent Lie groups and homogeneous norms. An algebra $\mathscr{G}$ has a stratified decomposition of step $s$ if there exists a vector space decomposition $\mathscr{G}=\oplus_{j=1}^{s} V_{j}$ such that $\left[V_{i}, V_{j}\right] \subset V_{i+j}$ when $i+j \leqslant s$ and [ $V_{i}, V_{j}$ ] $=0$ when $i+j>s$, and $V_{1}$ generates $\mathscr{G}$ as an algebra. A basis $\left\{X_{1}, \ldots, X_{m}\right\}$ of $\mathscr{G}$ is adapted to the above decomposition if the basis elements in $V_{j}$ form a basis for $V_{j}$. Let $d_{k}=j$ when $X_{k} \in V_{j}$.

A stratified Lie group of step $s$ is a simply connected Lie group whose Lie algebra has a stratified decomposition of step s. Clearly, a stratified Lie groủp of step $s$ is nilpotent of step $s$. Moreover, $\left(\boldsymbol{R}^{k},+\right), k \geqslant 1$, are the only commutative stratified Lie groups, and the non-commutative stratified Lie groups are non-compact.

Let $G$ be a stratified Lie group of step $s$. Let $\left\{X_{1}, \ldots, X_{m}\right\}$ be an adapted basis in its Lie algebra $\mathscr{G}$. It is known that the exponential mapping exp: $\mathscr{G} \mapsto G$ is now an analytic diffeomorphism; thus it can be used to transfer coordinates from $\mathscr{G}$ to $G$. For $x \in G$ we denote by $\left\{x_{1}, \ldots, x_{m}\right\}$ the canonical coordinates of the first kind adapted to the basis $\left\{X_{1}, \ldots, X_{m}\right\}$ and valid on the whole $G$ :

$$
x=\exp \left(\sum_{i=1}^{m} x_{i}(x) X_{i}\right) \quad \text { for each } x \in G
$$

We equip $\mathscr{G}$ as well as $G$ with the natural dilations by extending $\delta_{t}(X):=t^{j} X, t>0, X \in V_{j}$, by linearity to $\mathscr{G}$ and putting $\delta_{t}(\exp X):=\exp \left(\delta_{t} X\right)$. (The family $\left(\delta_{t}\right)_{t>0}$ is a continuous one-parameter group of automorphisms of $G$ and plays the role of multiplication by scalars $t>0$.)

A homogeneous norm on $G$ is a function $x \rightarrow|x|$ from $G$ to $[0, \infty)$ satisfying
(i) $x \rightarrow|x|$ is continuous on $G$ and $C^{\infty}$ on $G^{\times}$;
(ii) $|x|=0$ if and only if $x=e$;
(iii) $\left|\delta_{t} x\right|=t|x|$ for $t>0, x \in G$.

Observe that homogeneous norms always exist (cf. [4]). Let us define

$$
\varrho(x)=\sum_{i=1}^{m}\left|x_{i}\right|^{1 / d_{i}} \quad \text { for } x \in G
$$

It is known (cf. [4] and [16]) that for any homogeneous norm $|\cdot|$ on $G$ there exist $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1} \varrho(x) \leqslant|x| \leqslant c_{2} \varrho(x) . \tag{1}
\end{equation*}
$$

Consequently, any two homogeneous norms are equivalent in the usual sense. We shall frequently use the property that for all $x \in G$ and $i=1, \ldots, m$

$$
\begin{equation*}
\left|x_{i}\right| \leqslant c|x|^{d_{i}} \tag{2}
\end{equation*}
$$

with a suitable constant $c>0$ depending only on the homogeneous norm $|\cdot|$ (cf. [16]).

Let $\mu \in \mathscr{P}(G)$. For $k \in N$ let us consider the homogeneous moment of $k$-th order of $\mu$ :

$$
M_{k}(\mu)=\sum_{i=1}^{m} \int\left|x_{i}\right|^{k / d_{i}} \mu(d x) .
$$

Inequality (1) implies that for a homogeneous norm $|\cdot|$ on $G$ there are constants $c_{k}^{(1)}, c_{k}^{(2)}>0$ such that

$$
c_{k}^{(1)} \int|x|^{k} \mu(d x) \leqslant M_{k}(\mu) \leqslant c_{k}^{(2)} \int|x|^{k} \mu(d x)
$$

Thus for $\mu \in \mathscr{P}(G)$ and $k \in N$ the following assertions are equivalent:
(i) $M_{k}(\mu)<\infty$.
(ii) $\int|x|^{k} \mu(d x)<\infty$ for some homogeneous norm $|\cdot|$ on $G$.
(iii) $\int|x|^{k} \mu(d x)<\infty$ for arbitrary homogeneous norms $|\cdot|$ on $G$.
3. The Lindeberg theorem for triangular systems on stratified Lie groups. Let $G$ be a stratified nilpotent Lie group of step $s$, and $|\cdot|$ a homogeneous norm on $G$. One can suppose that in the triplet $\left(U_{0},\left\{\zeta_{1}, \ldots, \zeta_{m}\right\}, \varphi\right)$ the neighborhood $U_{0}$ is the unit ball $\{x \in G:|x|<1\}$ (cf. [12], p. 254). Clearly, a triangular system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ in $\mathscr{P}(G)$ is infinitesimal if and only if for any $\varepsilon>0$

$$
\lim _{n \rightarrow \infty} \max _{1 \leqslant k \leqslant k_{n}} \mu_{n k}(x:|x| \geqslant \varepsilon)=0 \quad \text { for any } \varepsilon>0
$$

From Theorem 1.1 one can easily obtain the following consequence:
Theorem 3.1. Let $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ be a commutative system on a stratified Lie group. Suppose that
(i) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \mu_{n k}(x:|x| \geqslant \varepsilon)=0$ for all $\varepsilon>0$,
(ii) $\sup _{n \geqslant 1} \sum_{k=1}^{k_{n}}\left|\int_{|x|<1} x_{i} \mu_{n k}(d x)\right|<\infty$ for $i=1, \ldots, m$,
(iii) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x|<1} x_{i} \mu_{n k}(d x)=a_{i}$ for $i=1, \ldots, m$,
(iv) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k n} \int_{|x|<1} x_{i} x_{j} \mu_{n k}(d x)=a_{i j}$ for $i, j=1, \ldots, m$.

Then $\mu_{n 1} * \ldots * \mu_{n k_{n}} \rightarrow v$ as $n \rightarrow \infty$, where $v$ is the Gaussian measure with the infinitesimal generator

$$
\sum_{i=1}^{m} a_{i} X_{i}+\frac{1}{2} \sum_{1 \leqslant i, j \leqslant m} a_{i j} X_{i} X_{j}
$$

Now we derive Lindeberg's theorem, that is, the normal convergence theorem in the case of bounded (homogeneous) moments of second order. For the sake of simplicity we shall deal only with centered measures (condition (i) in the following theorem; cf. [3]).

THEOREM 3.2. Let $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ be a commutative system on a stratified Lie group. Suppose that
(i) $\sup _{n \geqslant 1} \sum_{k=1}^{k_{n}} \int|x|^{2} \mu_{n k}(d x)<\infty$,
(ii) $\int x_{i} \mu_{n k}(d x)=0$ for $d_{i}=1$,
(iii) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int x_{i} \mu_{n k}(d x)=a_{i}$ for $d_{i}=2$,
(iv) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int x_{i} x_{j} \mu_{n k}(d x)=a_{i j}$ for $d_{i}=d_{j}=1$,
(v) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x| \geqslant \varepsilon}|x|^{2} \mu_{n k}(d x)=0$ for all $\varepsilon>0$.

Then $\mu_{n 1} * \ldots * \mu_{n k_{n}} \rightarrow v$ as $n \rightarrow \infty$, where $v$ is the Gaussian measure with the infinitesimal generator

$$
\sum_{d_{i}=2} a_{i} X_{i}+\frac{1}{2} \sum_{d_{i}=d_{j}=1} a_{i j} X_{i} X_{j}
$$

Proof. We shall show that the conditions of Theorem 3.1 are satisfied. Clearly,

$$
\int_{|x| \geqslant \varepsilon}|x|^{2} \mu_{n k}(d x) \geqslant \varepsilon^{2} \mu_{n k}(x:|x| \geqslant \varepsilon),
$$

so condition (v) implies $\lim _{n \rightarrow \infty} \sum_{k=1}^{k n} \mu_{n k}(x:|x| \geqslant \varepsilon)=0$ for all $\varepsilon>0$.
If $d_{i}=1$, then using assumption (ii) and estimate (2) we have

$$
\left|\int_{|x|<1} x_{i} \mu_{n k}(d x)\right|=\left|\int_{|x| \geqslant 1} x_{i} \mu_{n k}(d x)\right| \leqslant c \int_{|x| \geqslant 1}|x| \mu_{n k}(d x) \leqslant c \int_{|x| \geqslant 1}|x|^{2} \mu_{n k}(d x) .
$$

Thus from assumption (v) we conclude that

$$
\sup _{n \geqslant 1} \sum_{k=1}^{k_{n}}\left|\int_{|x|<1} x_{i} \mu_{n k}(d x)\right|<\infty \quad \text { and } \quad \lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x|<1} x_{i} \mu_{n k}(d x)=0 .
$$

If $d_{i} \geqslant 2$, then using again estimate (2) we get

$$
\left|\int_{|x|<1} x_{i} \mu_{n k}(d x)\right| \leqslant c \int_{|x|<1}|x|^{d_{i}} \mu_{n k}(d x) \leqslant c \int|x|^{2} \mu_{n k}(d x) .
$$

Thus assumption (i) implies

$$
\sup _{n \geqslant 1} \sum_{k=1}^{k_{n}}\left|\int_{|x|<1} x_{i} \mu_{n k}(d x)\right|<\infty .
$$

In the case $d_{i}=2$ the estimate

$$
\left|\int_{|x| \geqslant 1} x_{i} \mu_{n k}(d x)\right| \leqslant c \int_{|x| \geqslant 1}|x|^{2} \mu_{n k}(d x)
$$

together with assumptions (iii) and (v) gives

$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x|<1} x_{i} \mu_{n k}(d x)=a_{i}
$$

If $d_{i} \geqslant 3$, then for $0<\varepsilon<1$ we have

$$
\left|\int_{|x|<\varepsilon} x_{i} \mu_{n k}(d x)\right| \leqslant c \varepsilon^{d_{i}-2} \int|x|^{2} \mu_{n k}(d x) \text { and }\left|\int_{\varepsilon \leqslant|x|<1} x_{i} \mu_{n k}(d x)\right| \leqslant c \mu_{n k}(x:|x| \geqslant \varepsilon) .
$$

Thus we obtain

$$
\limsup \sum_{n \rightarrow \infty}^{k_{n}}\left|\int_{|x|<1} x_{i} \mu_{n k}(d x)\right| \leqslant c \varepsilon^{d_{i}-2} \sup _{n \geqslant 1} \sum_{k=1}^{k_{n}} \int|x|^{2} \mu_{n k}(d x) .
$$

Since $0<\varepsilon<1$ is arbitrary, we conclude that

$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x|<1} x_{i} \mu_{n k}(d x)=0
$$

Similarly, if $d_{i}+d_{j} \geqslant 3$, then from the inequality

$$
\left|\int_{|x|<\varepsilon} x_{i} x_{j} \mu_{n k}(d x)\right| \leqslant c \varepsilon^{d_{i}+d_{j}-2} \int|x|^{2} \mu_{n k}(d x)
$$

one can derive

$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x|<1} x_{i} x_{j} \mu_{n k}(d x)=0
$$

In the case $d_{i}=d_{j}=1$ the estimate

$$
\left|\int_{|x| \geqslant 1} x_{i} x_{j} \mu_{n k}(d x)\right| \leqslant c^{2} \int_{|x| \geqslant 1}|x|^{2} \mu_{n k}(d x)
$$

together with assumptions (iv) and (v) gives

$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x|<1} x_{i} x_{j} \mu_{n k}(d x)=a_{i j}
$$

Hence we obtain the assertion.
Remark 2. It should be mentioned that moment conditions are needed only for coordinates $x_{i}$ with $d_{i}=1,2$, and not every Gaussian measure can appear as a limit distribution, only those which are stable with respect to the
natural dilations $\left(\delta_{t}\right)_{t>0}$. Condition (ii) assures that the measures $\mu_{n k}$ are centered. By the help of suitable shifts it is always possible to ensure that condition (ii) is satisfied (cf. [17]). The Lindeberg condition (v) of Theorem 3.2 implies the validity of the Feller condition

$$
\lim _{n \rightarrow \infty} \max _{1 \leqslant k \leqslant k_{n}} \int|x|^{2} \mu_{n k}(d x)=0
$$

since for any $\varepsilon>0$ we have

$$
\int|x|^{2} \mu_{n k}(d x) \leqslant \varepsilon^{2}+\int_{|x| \geqslant \varepsilon}|x|^{2} \mu_{n k}(d x) \leqslant \varepsilon^{2}+\sum_{k=1}^{k_{n}} \int_{|x| \geqslant \varepsilon}|x|^{2} \mu_{n k}(d x) .
$$

Thus

$$
\limsup _{n \rightarrow \infty} \max _{1 \leqslant k \leqslant k_{n}} \int|x|^{2} \mu_{n k}(d x) \leqslant \varepsilon^{2}
$$

From Theorem 3.2 one can derive the standard version of the central limit theorem (cf. [32], [3], [22], and [17]).

Theorem 3.3. Let $\mu$ be a centered probability measure on a stratified Lie group with finite homogeneous moment of second order. (That is, $\int x_{i} \mu(d x)=0$ when $d_{i}=1$ and $\int|x|^{2} \mu(d x)<\infty$.) Then

$$
\delta_{1 / \sqrt{n}}\left(\mu^{n}\right) \rightarrow v,
$$

where $v$ is the Gaussian measure with the infinitesimal generator

$$
\sum_{d_{i}=2} a_{i} X_{i}+\frac{1}{2} \sum_{d_{i}=d_{j}=1} a_{i j} X_{i} X_{j},
$$

and $a_{i}=\int x_{i} \mu(d x)$ for $d_{i}=2$ and $a_{i j}=\int x_{i} x_{j} \mu(d x)$ for $d_{i}=d_{j}=1$.
Proof. An easy calculation shows that the triangular system $\mu_{n k}:=\delta_{1 / \sqrt{n}}(\mu), 1 \leqslant k \leqslant n, n \geqslant 1$, satisfies the conditions of Theorem 3.2, since

$$
\begin{gathered}
\int|x|^{2} \mu_{n k}(d x)=n^{-1} \int|x|^{2} \mu(d x), \\
\int x_{i} \mu_{n k}(d x)=n^{-1} \int x_{i} \mu(d x) \quad \text { for } d_{i}=2, \\
\int x_{i} x_{j} \mu_{n k}(d x)=n^{-1} \int x_{i} x_{j} \mu(d x) \quad \text { for } d_{i}=d_{j}=1, \\
\int_{|x| \geqslant \varepsilon}|x|^{2} \mu_{n k}(d x)=n^{-1} \int_{|x| \geqslant \varepsilon \sqrt{n}}|x|^{2} \mu(d x) .
\end{gathered}
$$

4. The Lindeberg theorem for standardized sequences on the Heisenberg group. In this section we investigate the convergence of suitably standardized $n$-fold convolution products $\mu_{1} * \ldots * \mu_{n}$ of probability measures on the Heisenberg group to the standard Gaussian measure.

Let $\boldsymbol{R}^{3}$ be equipped with its natural topology and with the product

$$
\left(x_{1}, x_{2}, x_{3}\right)\left(y_{1}, y_{2}, y_{3}\right)=\left(x_{1}+y_{1}, x_{2}+y_{2}, x_{3}+y_{3}+\frac{1}{2}\left(x_{1} y_{2}-x_{2} y_{1}\right)\right) .
$$

Then we obtain a realization of the 3-dimensional Heisenberg group $\boldsymbol{H}$ (over $\boldsymbol{R}$ ).

The Lie algebra $\mathscr{L}(\boldsymbol{H})$ of the Lie group $\boldsymbol{H}$ can be realized as the vector space $\boldsymbol{R}^{3}$ with the multiplication

$$
\left[\left(x_{1}, x_{2}, x_{3}\right),\left(y_{1}, y_{2}, y_{3}\right)\right]=\left(0,0, x_{1} y_{2}-x_{2} y_{1}\right) .
$$

Clearly, $\mathscr{L}(\boldsymbol{H})=\boldsymbol{R}^{2} \oplus \boldsymbol{R}$ is a stratified vector space decomposition of $\mathscr{L}(\boldsymbol{H})$, and the natural basis $\left\{X_{1}, X_{2}, X_{3}\right\}$ of $\mathscr{L}(\boldsymbol{H})$ is adapted to this decomposition. Thus $d_{1}=d_{2}=1$ and $d_{3}=2$, and the Heisenberg group $\boldsymbol{H}$ is a stratified (nilpotent) Lie group of step 2. The exponential mapping exp: $\mathscr{L}(\boldsymbol{H}) \rightarrow \boldsymbol{H}$ is the identity mapping. The natural dilations are given by

$$
\delta_{t}\left(x_{1}, x_{2}, x_{3}\right)=\left(t x_{1}, t x_{2}, t^{2} x_{3}\right)
$$

for $t>0$ and $\left(x_{1}, x_{2}, x_{3}\right) \in \boldsymbol{H}$.
Let $\mu$ be a centered probability measure on $\boldsymbol{H}$, i.e., $\int x_{1} \mu(d x)=\int x_{2} \mu(d x)$ $=0$. Then it can be standardized by the help of an automorphism in the following way. For a real $(2 \times 2)$-matrix $A=\left(a_{i j}\right)_{1 \leqslant i, j \leqslant 2}$ let

$$
\delta_{A}\left(x_{1}, x_{2}, x_{3}\right)=\left(A\left(x_{1}, x_{2}\right)^{\mathrm{T}}, x_{3} \operatorname{det}(A)\right) \quad \text { for }\left(x_{1}, x_{2}, x_{3}\right) \in \boldsymbol{H} .
$$

Then $\delta_{A}$ is an automorphism of $\boldsymbol{H}$. Clearly, $\delta_{A}$ is represented by the matrix

$$
\left(\begin{array}{ccc}
a_{11} & a_{12} & 0 \\
a_{21} & a_{22} & 0 \\
0 & 0 & \operatorname{det}(A)
\end{array}\right)
$$

For a centered probability measure $\mu$ on $\boldsymbol{H}$ with $A=\left(\int x_{i} x_{j} \mu(d x)\right)_{1 \leqslant i, j \leqslant 2}$ the measure $\delta_{A^{-1 / 2}}(\mu)$ (where $A^{-1 / 2}$ is the inverse of the positive definite square root of $A$ ) is standard in the sense that it is centered and the covariance matrix $\left(\int x_{i} x_{j} \delta_{A^{-1 / 2}}(\mu)(d x)\right)_{1 \leqslant i, j \leqslant 2}$ of the first two coordinates is the unit matrix.

Theorem 4.1. Let $\left(\mu_{k}\right)_{k \geqslant 1}$ be a sequence of commutative probability measures on the Heisenberg group $H$ such that
(i) $\int x_{i} \mu_{k}(d x)=0$ for $i=1,2,3$,
(ii) $\int|x|^{2} \mu_{k}(d x)<\infty$.

For $n \geqslant 1$ let $A_{n}:=\sum_{k=1}^{n}\left(\int x_{i} x_{j} \mu_{k}(d x)\right)_{1 \leqslant i, j \leqslant 2}$. Suppose that there exists $n_{0} \in N$ such that $A_{n_{0}}>0$ (positive definite), and
(iii) $\sup _{n \geqslant n_{0}}\left(\operatorname{det}\left(A_{n}\right)\right)^{-1 / 2} \sum_{k=1}^{n} \int\left|x_{3}\right| \mu_{k}(d x)<\infty$,
(iv) $\lim _{n \rightarrow \infty} \operatorname{tr}\left(A_{n}^{-1}\right) \sum_{k=1}^{n} \int_{|x|^{2} \geqslant \varepsilon / \operatorname{tr}\left(A_{n}^{-1}\right)}|x|^{2} \mu_{k}(d x)=0$ for all $\varepsilon>0$.

Then

$$
\delta_{A_{n}^{-1 / 2}}\left(\mu_{1} * \ldots * \mu_{n}\right) \rightarrow v \quad \text { as } n \rightarrow \infty,
$$

where $A_{n}^{-1 / 2}$ is the inverse of the positive definite square root of $A_{n}$, and $v$ is the standard Gaussian measure on $\boldsymbol{H}$, i.e., its infinitesimal generator is $\frac{1}{2}\left(X_{1}^{2}+X_{2}^{2}\right)$.

Proof. We show that the triangular system $\mu_{n k}:=\delta_{A_{n}^{-1 / 2}}\left(\mu_{k}\right), 1 \leqslant k \leqslant n$, $n \geqslant 1$, satisfies the conditions of Theorem 3.2.

Let $\langle\cdot, \cdot\rangle$, respectively $\|\cdot\|$, denote the ordinary scalar product and the norm of $\boldsymbol{R}^{2}$. If $A$ is a positive definite symmetric ( $2 \times 2$ )-matrix, then

$$
\begin{aligned}
\left\|A\left(x_{1}, x_{2}\right)^{\mathrm{T}}\right\|^{2} & =\left\langle A\left(x_{1}, x_{2}\right)^{\mathrm{T}}, A\left(x_{1}, x_{2}\right)^{\mathrm{T}}\right\rangle \\
& =\left\langle A^{2}\left(x_{1}, x_{2}\right)^{\mathrm{T}},\left(x_{1}, x_{2}\right)^{\mathrm{T}}\right\rangle \leqslant\left\|\left(x_{1}, x_{2}\right)\right\|^{2} \operatorname{tr}\left(A^{2}\right)
\end{aligned}
$$

and

$$
\operatorname{det}(A) \leqslant \frac{1}{2} \operatorname{tr}\left(A^{2}\right)
$$

Hence using the estimate $\left|\left(x_{1}, x_{2}, x_{3}\right)\right|^{2} \leqslant c\left(x_{1}^{2}+x_{2}^{2}+\left|x_{3}\right|\right),\left(x_{1}, x_{2}, x_{3}\right) \in \boldsymbol{H}$, valid with some $c>0$ depending on $|\cdot|$, we obtain

$$
\left|\delta_{A}\left(x_{1}, x_{2}, x_{3}\right)\right|^{2} \leqslant c\left(\left\|A\left(x_{1}, x_{2}\right)^{\mathbf{T}}\right\|^{2}+\left|x_{3}\right| \operatorname{det}(A)\right) \leqslant c|x|^{2} \operatorname{tr}\left(A^{2}\right)
$$

Thus

$$
\begin{aligned}
\int_{|x| \geqslant \varepsilon}|x|^{2} \mu_{n k}(d x) & =\int_{\left|\delta_{A_{n}^{-1 / 2}} x\right| \geqslant \varepsilon}\left|\delta_{A_{n}^{-1 / 2}} x\right|^{2} \mu_{k}(d x) \\
& \leqslant c \operatorname{tr}\left(A_{n}^{-1}\right) \int_{|x|^{2} \geqslant \varepsilon^{2} / \operatorname{tr}\left(A_{n}^{-1}\right)}|x|^{2} \mu_{k}(d x) .
\end{aligned}
$$

Clearly, for $i, j=1,2$ we have

$$
\sum_{k=1}^{n} \int x_{i} x_{j} \mu_{n k}(d x)=\delta_{i j}
$$

and this together with assumption (iii) implies

$$
\sup _{n \geqslant 1} \sum_{k=1}^{n} \int|x|^{2} \mu_{n k}(d x)<\infty
$$

5. Convergence of convolution semigroups. For any $n \in N$ let $S_{n}:=\left(\mu_{t}^{(n)}\right)_{t \geqslant 0}$ be a convolution semigroup in $\mathscr{P}(G)$ and let $S:=\left(\mu_{t}\right)_{t \geqslant 0}$ be a further convolution semigroup in $\mathscr{P}(G)$. Then we write $S_{n} \rightarrow S$ if $\mu_{t}^{(n)} \rightarrow \mu_{t}$ uniformly in $t \in[0, d]$ for all $d>0$.

Hazod [8], p. 36, proved that $A_{n}(f) \rightarrow A(f)$ for all $f \in \mathscr{E}(G)$ implies $S_{n} \rightarrow S$. (Indeed, as mentioned in [9], it is sufficient to assume that $A_{n}(f) \rightarrow A(f)$ for all $f \in \mathscr{D}(G)$ and the Lévy measures $\eta_{n}$ of $A_{n}$ are uniformly tight outside a neighborhood of $e$.)

For the proof of the converse we shall use the following proposition due to Siebert [26], Propositions 6.3 and 6.4.

Proposition 5.1. Let $G$ be a Lie group, $\left(S_{n}\right)_{n \geqslant 1}$ a sequence of convolution semigroups in $\mathscr{P}(G)$, and let $S$ be a further convolution semigroup in $\mathscr{P}(G)$. Let $A_{n}$ and $A$ be the generating functionals, $\left(a_{i}^{(n)}, a_{i j}^{(n)}, \eta_{n}\right)_{1 \leqslant i, j \leqslant m}$ and $\left(a_{i}, a_{i j}, \eta\right)_{1 \leqslant i, j \leqslant m}$ the canonical decompositions of $A_{n}$ and $A$, respectively. If $S_{n} \rightarrow S$, then

$$
\eta_{n}|(G \backslash U) \rightarrow \eta|(G \backslash U) \quad \text { for all } U \in \mathscr{U}(e) \text { with } \eta(\partial U)=0
$$

and

$$
\sup _{n \leqslant 1}\left(\sum_{i=1}^{m}\left|a_{i}^{(n)}\right|+\sum_{i, j=1}^{m}\left|a_{i j}^{(n)}\right|+\int_{\boldsymbol{G}^{\times}} \varphi d \eta_{n}\right)<\infty .
$$

Now we present the analogue of the classical necessary and sufficient conditions for convergence of convolution semigroups (see [5], § 19, Theorems 1 and 2 , in case $R$, and [30] in case $\boldsymbol{R}^{k}$ ).

Theorem 5.1. Let $G$ be a Lie group, $\left(S_{n}\right)_{n \geqslant 1}$ a sequence of convolution semigroups in $\mathscr{P}(G)$, and let $S$ be a further convolution semigroup in $\mathscr{P}(G)$. Let $A_{n}$ and $A$ be the generating functionals, $\left(a_{i}^{(n)}, a_{i j}^{(n)}, \eta_{n}\right)_{1 \leqslant i, j \leqslant m}$ and $\left(a_{i}, a_{i j}, \eta\right)_{1 \leqslant i, j \leqslant m}$ the canonical decompositions of $A_{n}$ and $A$, respectively. Then the following assertions are equivalent:
(i) $S_{n} \rightarrow S$.
(ii) $A_{n}(f) \rightarrow A(f)$ for all $f \in \mathscr{E}(G)$.
(iii) (a) $\eta_{n}(B) \rightarrow \eta(B)$ for all $B \in \mathscr{B}(G)$ with $e \notin B^{-}$and $\eta(\partial B)=0$;
(b) $a_{i j}^{(n)}+\frac{1}{2} \int_{G^{\times}} \zeta_{i}(x) \zeta_{j}(x) \eta_{n}(d x) \rightarrow a_{i j}+\frac{1}{2} \int_{G^{\times}} \zeta_{i}(x) \zeta_{j}(x) \eta(d x)$ for all $1 \leqslant i, j \leqslant m$;
(c) $a_{i}^{(n)} \rightarrow a_{i}$ for all $1 \leqslant i \leqslant m$.
(iv) (a) $\eta_{n}(B) \rightarrow \eta(B)$ for all $B \in \mathscr{B}(G)$ with $e \notin B^{-}$and $\eta(\partial B)=0$;
(b) $\lim _{\varepsilon \downarrow 0} \lim \sup _{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{0<\varphi(x) \leqslant \varepsilon} \zeta_{i}(x) \zeta_{j}(x) \eta_{n}(d x)\right)$ $=\lim _{e \downarrow 0} \liminf { }_{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{0<\varphi(x) \leqslant \varepsilon} \zeta_{i}(x) \zeta_{j}(x) \eta_{n}(d x)\right)=a_{i j}$ for all $1 \leqslant i, j \leqslant m$;
(c) $a_{i}^{(n)} \rightarrow a_{i}$ for all $1 \leqslant i \leqslant m$.

Proof. (ii) $\Rightarrow$ (i) has been proved by Hazod [8], p. 36.
(iii) $\Rightarrow$ (iv). Let $\varepsilon>0$. Then there exist $\varepsilon_{1}, \varepsilon_{2}>0$ with $0<\varepsilon_{1}<\varepsilon<\varepsilon_{2}$ and

$$
\eta\left(\left\{x \in G: \varphi(x)=\varepsilon_{i}\right\}\right)=0 \quad \text { for } i=1,2
$$

(cf. [26], p. 140). Clearly, there is a constant $c>0$ such that $\left|\zeta_{i}(x) \zeta_{j}(x)\right| \leqslant c \varphi(x)$ for all $x \in G$. Then

$$
\left|\int_{\varphi>\varepsilon} \zeta_{i} \zeta_{j} d \eta_{n}-\int_{\varphi>\varepsilon_{2}} \zeta_{i} \zeta_{j} d \eta_{n}\right|=\left|\int_{\varepsilon<\varphi \leqslant \varepsilon_{2}} \zeta_{i} \zeta_{j} d \eta_{n}\right| \leqslant c \int_{\varepsilon<\varphi \leqslant \varepsilon_{2}} \varphi d \eta_{n} \leqslant c \int_{\varepsilon_{1}<\varphi \leqslant \varepsilon_{2}} \varphi d \eta_{n} .
$$

Thus we obtain

$$
\int_{\varphi>\varepsilon_{2}} \zeta_{i} \zeta_{j} d \eta_{n}-c \int_{\varepsilon_{1}<\varphi \leqslant \varepsilon_{2}} \varphi d \eta_{n} \leqslant \int_{\varphi>\varepsilon} \zeta_{i} \zeta_{j} d \eta_{n} \leqslant \int_{\varphi>\varepsilon_{2}} \zeta_{i} \zeta_{j} d \eta_{n}+c \int_{\varepsilon_{1}<\varphi \leqslant \varepsilon_{2}} \varphi d \eta_{n} .
$$

Letting $n \rightarrow \infty$ it follows that

$$
\begin{aligned}
\int_{\varphi>\varepsilon_{2}} \zeta_{i} \zeta_{j} d \eta_{n}-c \int_{\varepsilon_{1}<\varphi \leqslant \varepsilon_{2}} \varphi d \eta & \leqslant \underset{n \rightarrow \infty}{\liminf } \int_{\varphi>\varepsilon} \zeta_{i} \zeta_{j} d \eta_{n} \\
& \leqslant \limsup _{n \rightarrow \infty} \int_{\varphi>\varepsilon} \zeta_{i} \zeta_{j} d \eta_{n} \leqslant \int_{\varphi>\varepsilon_{2}} \zeta_{i} \zeta_{j} d \eta+c \int_{\varepsilon_{1}<\varphi \leqslant \varepsilon_{2}} \varphi d \eta
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{0<\varphi \leqslant \varepsilon} \zeta_{i} \zeta_{j} d \eta_{n}\right) \leqslant \lim _{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{G^{\times}} \zeta_{i} \zeta_{j} d \eta_{n}\right)-\frac{1}{2} \liminf \int_{n \rightarrow \infty} \zeta_{i>\varepsilon} \zeta_{j} d \eta_{n} \\
& \leqslant a_{i j}+\frac{1}{2} \int_{G^{\times}} \zeta_{i} \zeta_{j} d \eta-\frac{1}{2} \int_{\varphi>\varepsilon_{2}} \zeta_{i} \zeta_{j} d \eta+\frac{1}{2} c \int_{\varepsilon_{1}<\varphi \leqslant \varepsilon_{2}} \varphi d \eta \\
&=a_{i j}+\frac{1}{2} \int_{0<\varphi \leqslant \varepsilon_{2}} \zeta_{i} \zeta_{j} d \eta+\frac{1}{2} c \int_{\varepsilon_{1}<\varphi \leqslant \varepsilon_{2}} \varphi d \eta \leqslant a_{i j}+c \int_{0<\varphi \leqslant \varepsilon_{2}} \varphi d \eta .
\end{aligned}
$$

Letting $\varepsilon \downarrow 0$ and $\varepsilon_{2} \downarrow 0$, we obtain

$$
\lim _{\varepsilon \downarrow 0} \limsup _{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{0<\varphi(x) \leqslant \varepsilon} \zeta_{i}(x) \zeta_{j}(x) \eta_{n}(d x)\right) \leqslant a_{i j} .
$$

Similarly we have

$$
\lim _{\varepsilon \downarrow 0} \liminf _{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{0<\varphi(x) \leqslant \varepsilon} \zeta_{i}(x) \zeta_{j}(x) \eta_{n}(d x)\right) \geqslant a_{i j}
$$

Hence (iii) $\Rightarrow$ (iv) is proved.

$$
\text { (iv) } \Rightarrow \text { (iii). Let } \varepsilon>0 \text { with } \eta(\{x \in G: \varphi(x)=\varepsilon\})=0 \text {. Then }
$$

$$
\begin{aligned}
& \underset{n \rightarrow \infty}{\limsup }\left(a_{i j}^{(n)}+\frac{1}{2} \int_{G^{\times}} \zeta_{i} \zeta_{j} d \eta_{n}\right) \\
& \quad \leqslant \limsup _{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{0<\varphi \leqslant \varepsilon} \zeta_{i} \zeta_{j} d \eta_{n}\right)+\frac{1}{2} \lim _{n \rightarrow \infty} \int_{\varphi>\varepsilon} \zeta_{i} \zeta_{j} d \eta_{n} \\
& \quad=\limsup _{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{0<\varphi \leqslant \varepsilon} \zeta_{i} \zeta_{j} d \eta_{n}\right)+\frac{1}{2} \lim _{n \rightarrow \infty} \int_{G^{x}} \zeta_{i} \zeta_{j} d \eta_{n}-\frac{1}{2} \lim _{n \rightarrow \infty} \int_{0<\varphi \leqslant \varepsilon} \zeta_{i} \zeta_{j} d \eta_{n} .
\end{aligned}
$$

Letting $\varepsilon \downarrow 0$ we obtain

$$
\limsup _{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{G^{\star}} \zeta_{i} \zeta_{j} d \eta_{n}\right) \leqslant a_{i j}+\frac{1}{2} \int_{G^{\star}} \zeta_{i} \zeta_{j} d \eta .
$$

Similarly we get

$$
\liminf _{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{G^{\times}} \zeta_{i} \zeta_{j} d \eta_{n}\right) \geqslant a_{i j}+\frac{1}{2} \int_{G^{\times}} \zeta_{i} \zeta_{j} d \eta .
$$

Hence (iv) $\Rightarrow$ (iii) is proved.
(iii) $\Rightarrow$ (ii). Let $\varepsilon>0$ with $\eta(\{x \in G: \varphi(x)=\varepsilon\})=0$. Then conditions (a) and
(b) of (iii) imply

$$
a_{i j}^{(n)}+\frac{1}{2} \int_{0<\varphi \leqslant \varepsilon} \zeta_{i} \zeta_{j} d \eta_{n} \rightarrow a_{i j}+\frac{1}{2} \int_{0<\varphi \leqslant \varepsilon} \zeta_{i} \zeta_{j} d \eta
$$

for all $1 \leqslant i, j \leqslant n$. If moreover $\{x \in G: \varphi(x) \leqslant \varepsilon\} \subset U_{0}$, then we obtain

$$
\sum_{i=1}^{m} a_{i i}^{(n)}+\frac{1}{2} \int_{0<\varphi \leqslant \varepsilon} \varphi d \eta_{n} \rightarrow \sum_{i=1}^{m} a_{i i}+\frac{1}{2} \int_{0<\varphi \leqslant \varepsilon} \varphi d \eta .
$$

Again from (iii) (a) we infer that for all $B \in \mathscr{B}\left(G^{\times}\right)$with $\eta(\partial B)=0$

$$
\sum_{i=1}^{m} a_{i i}^{(n)}+\frac{1}{2} \int_{B} \varphi d \eta_{n} \rightarrow \sum_{i=1}^{m} a_{i i}+\frac{1}{2} \int_{B} \varphi d \eta .
$$

For every $n \in N$ we define the measure $v_{n} \in \mathscr{M}_{+}^{b}(G)$ by

$$
v_{n}(\{e\}):=\sum_{i=1}^{m} a_{i i}^{(n)}, \quad v_{n}(B):=\frac{1}{2} \int_{B} \varphi d \eta_{n} \text { for all } B \in \mathscr{B}\left(G^{\times}\right) .
$$

Similarly, we define $v \in \mathscr{M}_{+}^{b}(G)$ by

$$
v(\{e\}):=\sum_{i=1}^{m} a_{i i} \quad v(B):=\frac{1}{2} \int_{B} \varphi d \eta \text { for all } B \in \mathscr{B}\left(G^{\times}\right) .
$$

Then we have $v_{n} \rightarrow v$. Thus we can conclude that if $g \in \mathscr{E}(G)$ and $h:=g / \varphi \in \mathscr{C}^{b}\left(G^{\times}\right)$is continuously extended to $G$ by $h(e)=0$, then $\int_{G^{\times}} g d \eta_{n} \rightarrow \int_{G^{\times}} g d \eta$.

Now we use the idea which was pointed out by Grenander [6], p. 196. (See also [13].) For all $f \in \mathscr{E}(G)$ and $\varepsilon>0$ we have the decomposition

$$
\begin{aligned}
A_{n}(f)= & \sum_{i=1}^{m} a_{i}^{(n)}\left(X_{i} f\right)(e)+\sum_{i, j=1}^{m}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{0<\varphi \leqslant \varepsilon} \zeta_{i} \zeta_{j} d \eta_{n}\right)\left(X_{i} X_{j} f\right)(e) \\
& +\int_{\varphi>\varepsilon}\left[f(x)-f(e)-\sum_{i=1}^{m} \zeta_{i}(x)\left(X_{i} f\right)(e)\right] \eta_{n}(d x)+\int_{0<\varphi \leqslant \varepsilon} g(x) \eta_{n}(d x),
\end{aligned}
$$

where the function

$$
g(x):=f(x)-f(e)-\sum_{i=1}^{m} \zeta_{i}(x)\left(X_{i} f\right)(e)-\frac{1}{2} \sum_{i, j=1}^{m} \zeta_{i}(x) \zeta_{j}(x)\left(X_{i} X_{j} f\right)(e)
$$

lies in $\mathscr{E}(G)$, and the Taylor expansion in a neighborhood of $e \in G$ implies that the function $h:=g / \varphi \in \mathscr{C}^{b}\left(G^{\times}\right)$is continuously extended to $G$ by $h(e)=0$ since

$$
|g(x)| \leqslant \frac{1}{6} \sum_{i, j, k=1}^{m}\left|\zeta_{i}(x) \zeta_{j}(x) \zeta_{k}(x)\left(X_{i} X_{j} X_{k} f\right)(\theta(x))\right|
$$

for all $x$ in a suitable neighborhood $U \subset U_{0}$, where $\theta(x) \in U$. Thus

$$
|g(x)| \leqslant c(f ; m) \sum_{i=1}^{m}\left|\zeta_{i}(x)\right|^{3} \leqslant c^{\prime}(f ; m) \varphi(x)^{3 / 2}
$$

with some constants $c(f ; m)$ and $c^{\prime}(f ; m)$ depending on $f \in \mathscr{E}(G)$ and on the dimension $m$. Taking into consideration the above decomposition of $A_{n}$ we conclude (iii) $\Rightarrow$ (ii).
(i) $\Rightarrow$ (iii). Applying Proposition 5.1 we obtain (iii) (a) and

$$
\sup _{n \geqslant 1}\left(\sum_{i=1}^{m}\left|a_{i}^{(n)}\right|+\sum_{i, j=1}^{m}\left|a_{i j}^{(n)}\right|+\int_{G^{\times}} \varphi d \eta_{n}\right)<\infty .
$$

Now we use some idea of Siebert [26] (also applied in [14]). Let $\left(n_{k}\right)_{k \geqslant 1}$ be an arbitrary strictly monotone sequence in $N$. Then there is a subsequence $\left(n_{k}\right)_{l \geqslant 1}$ of $\left(n_{k}\right)_{k \geqslant 1}$ such that there exist

$$
b_{i}:=\lim _{l \rightarrow \infty} a_{i}^{\left(n_{k_{k}}\right)}, \quad b_{i j}:=\lim _{l \rightarrow \infty}\left(a_{i j}^{\left(n_{k_{k}}\right)}+\frac{1}{2} \int_{G^{\times}} \zeta_{i} \zeta_{j} d \eta_{n_{k_{l}}}\right)-\frac{1}{2} \int_{G^{\times}} \zeta_{i} \zeta_{j} d \eta .
$$

Obviously, $\left(b_{i j}\right)_{1 \leqslant i, j \leqslant m}$ is a real symmetric positive semidefinite matrix. Let us define for all $f \in \mathscr{E}(G)$

$$
\begin{aligned}
B(f):= & \sum_{i=1}^{m} b_{i}\left(X_{i} f\right)(e)+\sum_{i, j=1}^{m} b_{i j}\left(X_{i} X_{j} f\right)(e) \\
& +\int_{G^{x}}\left[f(x)-f(e)-\sum_{i=1}^{m} \zeta_{i}(x)\left(X_{i} f\right)(e)\right] \eta(d x) .
\end{aligned}
$$

Then $B$ is a generating functional of a convolution semigroup $\tilde{S}$. As in (iii) $\Rightarrow$ (ii), it follows that

$$
\lim _{l \rightarrow \infty} A_{n_{k_{l}}}(f)=B(f) \quad \text { for all } f \in \mathscr{E}(G),
$$

and (ii) $\Rightarrow$ (i) implies $\lim _{l \rightarrow \infty} S_{n_{k_{1}}}=\tilde{S}$. Hence $S_{n} \rightarrow S$ yields $\tilde{S}=S$; thus $B=A$. Consequently, any strictly monotone sequence ( $\left.n_{k}\right)_{k \geqslant 1}$ in $N$ has a subsequence $\left(n_{k}\right)_{l \geqslant 1}$ for which (ii), (iii) (b) and (iii) (c) hold. This implies also (iii) (a) for this subsequence. Hence we obtain the assertion.

Remark 3. In the case of a stratified Lie group, conditions (iii) (a) and (iv) (a) can be replaced by

$$
\eta_{n}\{|x|>\varepsilon\} \rightarrow \eta\{|x|>\varepsilon\} \quad \text { for all } \varepsilon>0 \text { with } \eta\{|x|=\varepsilon\}=0 .
$$

Condition (iii) (b) can be replaced by

$$
a_{i j}^{(n)}+\frac{1}{2} \int_{0<|x| \leqslant \varepsilon} x_{i} x_{j} \eta_{n}(d x) \rightarrow a_{i j}+\frac{1}{2} \int_{0<|x| \leqslant \varepsilon} x_{i} x_{j} \eta(d x)
$$

for all $1 \leqslant i, j \leqslant m$ and for every $\varepsilon>0$ such that $\eta\{|x|=\varepsilon\}=0$. (Obviously, it is enough to have the above relation for at least one $\varepsilon>0$ with $\eta\{|x|=\varepsilon\}=0$ because of (iii) (a).)

Similarly, (iv) (b) can be replaced by

$$
\begin{aligned}
\lim _{\varepsilon \downarrow 0} \limsup _{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2}\right. & \left.\int_{0<|x| \leqslant \varepsilon} x_{i} x_{j} \eta_{n}(d x)\right) \\
& =\underset{\varepsilon \downarrow 0}{\lim } \liminf _{n \rightarrow \infty}\left(a_{i j}^{(n)}+\frac{1}{2} \int_{0<|x| \leqslant \varepsilon} x_{i} x_{j} \eta_{n}(d x)\right)=a_{i j}
\end{aligned}
$$

for all $1 \leqslant i, j \leqslant m$.
6. Unitary representations and Fourier transforms. A (continuous) unitary representation of a locally compact group $G$ is a homomorphism $D$ of $G$ into the group of unitary operators on a complex Hilbert space $\mathscr{H}$ such that the mapping $x \rightarrow D(x) u$ of $G$ into $\mathscr{H}$ is continuous for all $u \in \mathscr{H}$. The space $\mathscr{H}$ is called the representation space of $D$ and is denoted by $\mathscr{H}(D)$. The inner product and the norm in $\mathscr{H}(D)$ are denoted by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$, respectively. The class of all irreducible (continuous) unitary representations of $G$ is denoted by $\operatorname{Irr}(G)$.

Let $D \in \operatorname{Irr}(G)$. The vector $u \in \mathscr{H}(D)$ is said to be differentiable for $D$ if the coefficient function $x \rightarrow\langle D(x) u, v\rangle$ of $G$ into $C$ is in $\mathscr{E}(G)$ for any $v \in \mathscr{H}(D)$. By $\mathscr{H}_{0}(D)$ we denote the space of all vectors in $\mathscr{H}(D)$ differentiable for $D$.

Let $D \in \operatorname{Irr}(G)$. The vector $u \in \mathscr{H}(D)$ is said to be a $C^{\infty}$-vector for $D$ if the vector-valued fünction $x \rightarrow D(x) u$ of $G$ into $\mathscr{H}(D)$ is infinitely differentiable. By $\mathscr{H}_{\infty}(D)$ we denote the space of all $C^{\infty}$-vectors in $\mathscr{H}(D)$. Then $\mathscr{H}_{\infty}(D) \subseteq \mathscr{H}_{0}(D)$ is obvious; $\mathscr{H}_{\infty}(D)=\mathscr{H}_{0}(D)$ is known (cf. [26], p. 122, Remark).

It is known (see, e.g., [31]) that every irreducible (continuous) unitary representation of the Heisenberg group $H$ is unitarily equivalent to one of the representations $D_{\alpha, \beta}, \alpha, \beta \in \boldsymbol{R}$, or $D_{ \pm \lambda}, \lambda \in \boldsymbol{R} \backslash\{0\}$, defined in the following way:
$D_{\alpha, \beta}, \alpha, \beta \in R$, are one-dimensional representations of $\boldsymbol{H}$ on $\boldsymbol{C}$ defined by

$$
D_{\alpha, \beta}\left(x_{1}, x_{2}, x_{3}\right):=\exp \left[i\left(\alpha x_{1}+\beta x_{2}\right)\right] ;
$$

$D_{ \pm \lambda}, \lambda \in \boldsymbol{R} \backslash\{0\}$, are infinite-dimensional representations of $\boldsymbol{H}$ on $L^{2}(\boldsymbol{R})$ defined by

$$
D_{ \pm \lambda}\left(x_{1}, x_{2}, x_{3}\right) u(s):=\exp \left[i\left( \pm \lambda x_{3} \pm \lambda^{1 / 2} x_{1} s+\lambda x_{1} x_{2} / 2\right)\right] u\left(s+\lambda^{1 / 2} x_{2}\right)
$$

for $\lambda>0, u \in L^{2}(\boldsymbol{R})$.
Moreover, $\mathscr{H}_{0}\left(D_{ \pm \lambda}\right)=\mathscr{H}_{\infty}\left(D_{ \pm \lambda}\right)=\mathscr{S}(\boldsymbol{R})$ for all $\lambda \in \boldsymbol{R} \backslash\{0\}$, where the Schwartz space $\mathscr{S}(\boldsymbol{R})$ is defined by (cf. [31])

$$
\mathscr{S}(\boldsymbol{R}):=\left\{u \in C^{\infty}(\boldsymbol{R}):\left\|s^{j} \frac{d^{k} u}{d s^{k}}\right\|_{\infty}<\infty \text { for all } j, k \in N \cup\{0\}\right\} .
$$

For a probability measure $\mu$ on a locally compact group $G$ we define its Fourier transform $\hat{\mu}$ by

$$
\langle\hat{\mu}(D) u, v\rangle:=\int\langle D(x) u, v\rangle \mu(d x)
$$

for all $D \in \operatorname{Irr}(G)(u, v \in \mathscr{H}(D))$. Then $\hat{\mu}(D)$ is a bounded linear operator on $\mathscr{H}(D)$. (For information on Fourier transforms see [11] and [26].)

It is easy to show that for a centered probability measure $\mu$ on $\boldsymbol{R}$ the Fourier transform can be estimated in the following way:

$$
|\hat{\mu}(t)-1|=\left|\int\left(e^{i t x}-1-i t x\right) \mu(d x)\right| \leqslant \frac{t^{2}}{2} \int x^{2} \mu(d x) \quad \text { for all } t \in \boldsymbol{R} .
$$

We prove a similar result in the case of the Heisenberg group. Recall that a probability measure $\mu$ on $\boldsymbol{H}$ is centered if $\int x_{1} \mu(d x)=\int x_{2} \mu(d x)=0$.

Lemma 1. Let $\mu$ be a centered probability measure on $\boldsymbol{H}$. Then for all $D \in \operatorname{Irr}(H)$ and $u \in \mathscr{H}_{0}(D)$ there exists a constant $c(D, u)$ such that

$$
\|\hat{\mu}(D) u-u\| \leqslant c(D, u) \int|x|^{2} \mu(d x)
$$

Proof. In the case of the one-dimensional representations $D_{\alpha, \beta}, \alpha, \beta \in \boldsymbol{R}$, we have simply

$$
\begin{aligned}
\left|\hat{\mu}\left(D_{\alpha, \beta}\right)-1\right|= & \left|\int\left(\exp \left[i\left(\alpha x_{1}+\beta x_{2}\right)\right]-1-i \alpha x_{1}-i \beta x_{2}\right) \mu(d x)\right| \\
\leqslant & \left|\int\left(\exp \left[i \alpha x_{1}\right]-1-i \alpha x_{1}\right) \exp \left[i \beta x_{2}\right] \mu(d x)\right| \\
& +\left|\int\left(\exp \left[i \beta x_{2}\right]-1-i \beta x_{2}\right) \mu(d x)\right| \\
& +\left|\int i \alpha x_{1}\left(\exp \left[i \beta x_{2}\right]-1\right) \mu(d x)\right| \\
\leqslant & \frac{\alpha^{2}}{2} \int x_{1}^{2} \mu(d x)+\frac{\beta^{2}}{2} \int x_{2}^{2} \mu(d x)+|\alpha \beta| \int\left|x_{1} x_{2}\right| \mu(d x) \\
\leqslant & \frac{\alpha^{2}+\beta^{2}}{2} \int\left(x_{1}^{2}+x_{2}^{2}\right) \mu(d x) \leqslant \frac{\alpha^{2}+\beta^{2}}{2} \int|x|^{2} \mu(d x) .
\end{aligned}
$$

In the case of the infinite-dimensional representations $D_{ \pm \lambda}, \lambda \in \boldsymbol{R} \backslash\{0\}$, we use a similar method. For $\lambda>0$ and $u \in \mathscr{S}(\boldsymbol{R})=\mathscr{H}_{0}\left(D_{ \pm \lambda}\right)$ we have the decomposition

$$
\hat{\mu}\left(D_{ \pm \lambda}\right) u(s)-u(s)=I_{1}+I_{2},
$$

where

$$
\begin{aligned}
& I_{1}=\int \exp \left[i\left( \pm \lambda x_{3} \pm \lambda^{1 / 2} x_{1} s+\lambda x_{1} x_{2} / 2\right)\right]\left(u\left(s+\lambda^{1 / 2} x_{2}\right)-u(s)\right) \mu(d x) \\
& I_{2}=\int\left(\exp \left[i\left( \pm \lambda x_{3} \pm \lambda^{1 / 2} x_{1} s+\lambda x_{1} x_{2} / 2\right)\right]-1 \mp i \lambda x_{1} s\right) \mu(d x) u(s)
\end{aligned}
$$

In the case of the first integral we use the Taylor formula

$$
u\left(s+\lambda^{1 / 2} x_{2}\right)-u(s)=\lambda^{1 / 2} x_{2} u^{\prime}(s)+\lambda x_{2}^{2} \int_{0}^{1}(1-t) u^{\prime \prime}\left(s+t \lambda^{1 / 2} x_{2}\right) d t
$$

Since $\int x_{2} \mu(d x)=0$, we have to deal only with the second term of the Taylor formula. We have

$$
\begin{aligned}
\left\|I_{1}\right\|=\| \lambda x_{2}^{2} \int \exp [ & \left.i\left( \pm \lambda x_{3} \pm \lambda^{1 / 2} x_{1} s+\lambda x_{1} x_{2} / 2\right)\right] \\
& \times \int_{0}^{1}(1-t) u^{\prime \prime}\left(s+t \lambda^{1 / 2} x_{2}\right) d t \mu(d x) \| \leqslant \lambda \frac{\left\|u^{\prime \prime}\right\|}{2} \int|x|^{2} \mu(d x)
\end{aligned}
$$

For the second integral of the decomposition of $\hat{\mu}\left(D_{ \pm \lambda}\right) u(s)-u(s)$ we have

$$
\begin{aligned}
&\left|\exp \left[i\left( \pm \lambda x_{3} \pm \lambda^{1 / 2} x_{1} s+\lambda x_{1} x_{2} / 2\right)\right]-1 \mp i \lambda x_{1} s\right| \\
& \leqslant\left|\exp \left[ \pm i \lambda x_{3}\right]-1\right|+\left|\exp \left[i \lambda x_{1} x_{2} / 2\right]-1\right|+\left|\exp \left[ \pm i \lambda^{1 / 2} x_{1} s\right]-1 \mp i \lambda x_{1} s\right| \\
& \quad \leqslant \lambda\left(\left|x_{3}\right|+\left|x_{1} x_{2}\right| / 2+x_{1}^{2} s^{2} / 2\right) \leqslant c \lambda|x|^{2}\left(1+s^{2}\right)
\end{aligned}
$$

using property (2) of homogeneous norms.
Summarizing we have

$$
\left\|\hat{\mu}\left(D_{ \pm \lambda}\right) u-u\right\| \leqslant c \lambda\left(\|u\|+\left\|s^{2} u\right\|+\left\|u^{\prime \prime}\right\|\right) \int|x|^{2} \mu(d x) \quad \text { for all } \lambda \in \boldsymbol{R} \backslash\{0\} .
$$

Hence we obtain the assertion.
7. The accompanying Poisson system of a triangular system. The accompanying Poisson system of a triangular system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is defined by

$$
v_{n k}:=\exp \left(\mu_{n k}-\varepsilon_{e}\right), \quad k=1, \ldots, k_{n} ; n \geqslant 1 .
$$

For a commutative triangular system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ the row products of its accompanying Poisson system are the Poisson measures

$$
\exp \left(\sum_{k=1}^{k_{n}}\left(\mu_{n k}-\varepsilon_{e}\right)\right), \quad n \geqslant 1
$$

The accompanying sequence of Poisson semigroups of a system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is defined by

$$
S_{n}:=\left(v_{t}^{(n)}\right)_{t \geqslant 0}, \quad v_{t}^{(n)}:=\exp \left(t \sum_{k=1}^{k_{n}}\left(\mu_{n k}-\varepsilon_{e}\right)\right) \quad \text { for } n \geqslant 1, t \geqslant 0
$$

Applying Theorem 5.1 one can simply obtain necessary and sufficient conditions for the convergence of the accompanying sequence of Poisson semigroups to a Gaussian one.

Proposition 7.1. Let $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ be a commutative triangular system on a Lie group with the accompanying sequence of Poisson semigroups $\left(S_{n}\right)_{n \geqslant 1}$. The following statements are equivalent:
(i) $S_{n} \rightarrow S$, where $S=\left(v_{t}\right)_{t \geqslant 0}$ is the Gaussian semigroup with the generating functional

$$
A(f)=\sum_{i=1}^{m} a_{i}\left(X_{i} f\right)(e)+\frac{1}{2} \sum_{i, j=1}^{m} a_{i j}\left(X_{i} X_{j} f\right)(e)
$$

(ii) (a) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k n} \mu_{n k}(G \backslash B)=0$ for all $B \in \mathscr{B}(G)$ with $e \notin B^{-}$;
(b) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{G^{\times}} \zeta_{i}(x) \zeta_{j}(x) \mu_{n k}(d x)=a_{i j}$ for all $1 \leqslant i, j \leqslant m$;
(c) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{G^{\times}} \zeta_{i}(x) \mu_{n k}(d x)=a_{i}$ for all $1 \leqslant i \leqslant m$.

Proof. The Poisson semigroup $S_{n}=\left(v_{t}^{(n)}\right)_{t \geqslant 0}$ has the canonical decomposition $\left(b_{i}^{(n)}, 0, \zeta_{n}\right)_{1 \leqslant i \leqslant m}$, where

$$
b_{i}^{(n)}:=\sum_{k=1}^{k_{n}} \zeta_{i}(x) \mu_{n k}(d x), \quad \zeta_{n}:=\sum_{k=1}^{k_{n}} \mu_{n k} .
$$

The Gaussian semigroup $S:=\left(v_{t}\right)_{t \geqslant 0}$ has the canonical decomposition $\left(a_{i}, a_{i j}, 0\right)_{1 \leqslant i, j \leqslant m}$. Theorem 5.1 yields the assertions.

Remark 4. In the case of a stratified Lie group, conditions in (ii) can be replaced by
(a) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k n} \mu_{n k}\{|x|>\varepsilon\}=0$ for every $\varepsilon>0$;
(b) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k n} \int_{|x|<1} x_{i} x_{j} \mu_{n k}(d x)=a_{i j}$ for all $1 \leqslant i, j \leqslant m$;
(c) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k n} \int_{|x|<1} x_{i} \mu_{n k}(d x)=a_{i}$ for all $1 \leqslant i \leqslant m$.

In order to obtain necessary and sufficient conditions for the convergence of triangular system to a Gaussian measure we have to ensure that the convergence of the triangular system implies the convergence of the accompanying sequence of Poisson semigroups. We shall use the following statement due to Siebert [26], Proposition 8.1.

Proposition 7.2. Let $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ be a commutative and infinitesimal system of probability measures on a locally compact group G. Suppose that

$$
\limsup _{n \rightarrow \infty} \sum_{k=1}^{k_{n}}\left\|\hat{\mu}_{n k}(D) u-u\right\|<\infty \quad \text { for all } D \in \operatorname{Irr}(G), u \in \mathscr{H}_{0}(D)
$$

Then the system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is convergent if and only if the accompanying Poisson system is convergent, and in the affirmative case their limits coincide.
8. The Lindeberg-Feller theorem on the Heisenberg group. First we prove a convergence theorem for a symmetric triangular system in the case of bounded (homogeneous) moments of second order.

THEOREM 8.1. Let $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ be a commutative system of symmetric probability measures on the Heisenberg group $\boldsymbol{H}$ which satisfies the condition

$$
\begin{equation*}
\sup _{n \geqslant 1} \sum_{k=1}^{k_{n}} \int|x|^{2} \mu_{n k}(d x)<\infty \tag{3}
\end{equation*}
$$

Then the following statements are equivalent:
(i) (a) $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is infinitesimal;
(b) $\mu_{n 1} * \ldots * \mu_{n k_{n}} \rightarrow v$ as $n \rightarrow \infty$, where $v=v_{1},\left(v_{t}\right)_{t \geqslant 0}$ is the (symmetric) Gaussian semigroup with the generating functional

$$
A(f)=\frac{1}{2} \sum_{i, j=1}^{3} a_{i j}\left(X_{i} X_{j} f\right)(e)
$$

(ii) (a) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \mu_{n k}\{|x|>\varepsilon\}=0$ for every $\varepsilon>0$;
(b) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k n} \int_{|x|<1} x_{i} x_{j} \mu_{n k}(d x)=a_{i j}$ for all $1 \leqslant i, j \leqslant 3$.

Proof. (i) $\Rightarrow$ (ii). Condition (3) together with Lemma 1 implies

$$
\sup _{n \geqslant 1} \sum_{k=1}^{k_{n}}\left\|\hat{\mu}_{n k}(D) u-u\right\|<\infty \quad \text { for all } D \in \operatorname{Irr}(\boldsymbol{H}) \text { and } u \in \mathscr{H}_{0}(D)
$$

Using Proposition 7.2 we conclude that (a) and (b) of (i) imply

$$
\exp \left(\sum_{k=1}^{k_{n}}\left(\mu_{n k}-\varepsilon_{e}\right)\right) \rightarrow v
$$

Since the Poisson measure $v_{t}^{(n)}=\exp \left(t \sum_{k=1}^{k_{n}}\left(\mu_{n k}-\varepsilon_{e}\right)\right)$ is symmetric for all $n \geqslant 1$, $t \geqslant 0$, the convolution operator $T_{t}^{(n)}:=T_{\nu_{t}^{(n)}}$ corresponding to the measure $\nu_{t}^{(n)}$ is
a selfadjoint positive semidefinite contraction operator on the (complex) Hilbert space $L^{2}(\boldsymbol{H})$. Since $S_{n}=\left(v_{t}^{(n)}\right)_{t \geqslant 0}$ is a convolution semigroup, $\left(T_{t}^{(n)}\right)_{t \geqslant 0}$ is a (strongly continuous) semigroup of operators on $L^{2}(\boldsymbol{H})$. In view of [23], Section 141, there exist spectral resolutions $\left(E_{\varrho}^{(n)}\right)_{\varrho \in[0,1]}$ such that

$$
T_{t}^{(n)}=\int_{0}^{1} \varrho^{t} d E_{\varrho}^{(n)} \quad \text { for every } t \geqslant 0, n \in N
$$

Similarly, the convolution operator $T_{t}:=T_{v_{t}}$ corresponding to the measure $\nu_{t}$ is a selfadjoint positive semidefinite contraction operator on $L^{2}(H)$ and admits a spectral decomposition

$$
T_{t}=\int_{0}^{1} \varrho^{t} d E_{\varrho} \quad \text { for every } t \geqslant 0
$$

Now assumption (i) (b) yields $T_{1}^{(n)} \rightarrow T_{1}$ in the strong operator topology (cf. Theorem 1.5.5 in [12]). By Lemma 6.2.21 in [12] we conclude that $T_{t}^{(n)} \rightarrow T_{t}$ and $v_{t}^{(n)} \rightarrow v_{t}$ for all $t \geqslant 0$. Using Proposition 6.1 in [26] we obtain $S_{n} \rightarrow S$ and Proposition 7.1 becomes applicable.
(ii) $\Rightarrow$ (i). Condition (ii) (a) implies that the system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is infinitesimal. By Proposition 7.1 we have $S_{n} \rightarrow S$, which together with Proposition 7.2 implies (i) (b).

By the method of symmetrization, Theorem 8.1 can be generalized for normal and centered systems.

If $\mu \in \mathscr{P}(G)$, the adjoint measure $\tilde{\mu}$ is defined by $\tilde{\mu}(f):=\mu\left(f^{*}\right)$ for every continuous function $f: G \rightarrow \boldsymbol{C}$ with compact support, where $f^{*}: G \rightarrow \boldsymbol{C}$ is defined by $f^{*}(x):=f\left(x^{-1}\right)$ for all $x \in G$. A measure $\mu \in \mathscr{P}(G)$ is said to be normal if $\mu * \tilde{\mu}=\tilde{\mu} * \mu$.

A triangular system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is called normal if for all $n \geqslant 1$, $1 \leqslant j, k \leqslant k_{n}$ the equality

$$
\mu_{n j} * \tilde{\mu}_{n k}=\tilde{\mu}_{n k} * \mu_{n j}
$$

holds. Particularly, $\mu_{n j} * \tilde{\mu}_{n j}=\tilde{\mu}_{n j} * \mu_{n j}$, i.e., the measure $\mu_{n j}$ is normal for all $n \geqslant 1,1 \leqslant j \leqslant k_{n}$.

The system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is called centered if for all $n \geqslant 1,1 \leqslant k \leqslant k_{n}$ the measure $\mu_{n k}$ is centered.

A convolution semigroup $\left(v_{t}\right)_{t \geqslant 0}$ is said to be normal if for all $t \geqslant 0$ the measure $v_{t}$ is normal, i.e., $v_{t} * \tilde{v}_{t}=\tilde{v}_{t} * v_{t}$. A Gaussian semigroup $\left(v_{t}\right)_{t \geqslant 0}$ on a nilpotent Lie group with the generating functional

$$
A(f)=\sum_{i=1}^{m} a_{i}\left(X_{i} f\right)(e)+\frac{1}{2} \sum_{i, j=1}^{m} a_{i j}\left(X_{i} X_{j} f\right)(e)
$$

is normal if $a_{i}=0$ for $d_{i}=1$, i.e., $v_{t}$ is centered for all $t \geqslant 0$ (cf. the representation of Gaussian semigroups by the help of Wiener processes due to Roynette [24]).

Theorem 8.2. Let $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ be a commutative, normal and centered system of probability measures on the Heisenberg group $\boldsymbol{H}$ which satisfies the condition

$$
\sup _{n \geqslant 1} \sum_{k=1}^{k_{n}} \int|x|^{2} \mu_{n k}(d x)<\infty .
$$

Then the following statements are equivalent:
(i) (a) $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is infinitesimal;
(b) $\mu_{n 1} * \ldots * \mu_{n k_{n}} \rightarrow v$ as $n \rightarrow \infty$, where $v=v_{1},\left(v_{t}\right)_{t \geqslant 0}$ is the (normal) Gaussian semigroup with the generating functional

$$
A(f)=a_{3}\left(X_{3} f\right)(e)+\frac{1}{2} \sum_{i, j=1}^{3} a_{i j}\left(X_{i} X_{j} f\right)(e)
$$

(ii) (a) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \mu_{n k}\{|x|>\varepsilon\}=0$ for every $\varepsilon>0$;
(b) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x|<1} x_{i} x_{j} \mu_{n k}(d x)=a_{i j}$ for all $1 \leqslant i, j \leqslant 3$;
(c) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x|<1} \dot{x}_{i} \mu_{n k}(d x)=a_{i}$ for all $1 \leqslant i \leqslant 3$, where $a_{1}=a_{2}=0$.

Proof. (i) $\Rightarrow$ (ii). Let us consider the accompanying sequence of Poisson semigroups $S_{n}=\left(v_{t}^{(n)}\right)_{t \geqslant 0}, n \geqslant 1$. Since $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is commutative and normal, we have

$$
v_{t}^{(n)} * \tilde{v}_{t}^{(n)}=\tilde{v}_{t}^{(n)} * v_{t}^{(n)} \quad \text { for all } n \geqslant 1, t \geqslant 0 .
$$

Therefore $\pi_{t}^{(n)}:=\nu_{t}^{(n)} * \widetilde{v}_{t}^{(n)}, t \geqslant 0$, is a symmetric Poisson semigroup for all $n \geqslant 1$ see [7]).

Since $S=\left(v_{t}\right)_{t \geqslant 0}$ is a normal Gaussian semigroup, $\pi_{t}:=v_{t} * \tilde{v_{t}}, t \geqslant 0$, is a symmetric Gaussian semigroup.

As in the proof of Theorem 8.1 we have $v_{1}^{(n)} \rightarrow v_{1}$, which implies $\pi_{1}^{(n)} \rightarrow \pi_{1}$, and using the symmetry of $\pi_{t}^{(n)}$ and $\pi_{t}$ we can conclude that $\left(\pi_{t}^{(n)}\right)_{t \geqslant 0} \rightarrow\left(\pi_{t}\right)_{t \geqslant 0}$ as $n \rightarrow \infty$. Clearly, the Lévy measure of the Poisson semigroup $\left(\pi_{t}^{(n)}\right)_{t \geqslant 0}$ is $\sum_{k=1}^{k_{n}}\left(\mu_{n k}+\tilde{\mu}_{n k}\right)$ for $n \geqslant 1$. Thus by Theorem 5.1 we obtain

$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}}\left(\mu_{n k}\{|x|>\varepsilon\}+\tilde{\mu}_{n k}\{|x|>\varepsilon\}\right)=0 \quad \text { for every } \varepsilon>0
$$

Obviously, this implies

$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \mu_{n k}\{|x|>\varepsilon\}=0 \quad \text { for every } \varepsilon>0
$$

which together with Proposition 9.2 in [26] yields that any of the limit points of the accompanying sequence $S_{n}=\left(v_{t}^{(n)}\right)_{t \geqslant 0}$ of Poisson semigroups is a Gaussian semigroup or a degenerated one. Now $v_{1}^{(n)} \rightarrow v$ implies that for each strictly monotone sequence $\left(n_{k}\right)_{k \geqslant 1}$ in $N$ there exists a subsequence $\left(n_{k l}\right)_{l \geqslant 1}$ of $\left(n_{k}\right)_{k \geqslant 1}$ and a continuous convolution semigroup $\left(\mu_{t}\right)_{t \geqslant 1}$ such that $\mu_{1}=v$ and $v_{t}^{\left(n_{k_{1}}\right)} \rightarrow \mu_{t}$
for all $t \geqslant 0$ (see [15]). We have already known that $\left(\mu_{t}\right)_{t \geqslant 0}$ can be only a Gaussian semigroup. Since a Gaussian measure on a simply connected nilpotent Lie group can be uniquely embedded into a Gaussian semigroup (see [2] in the case of 2-step nilpotent Lie groups and [21] for the general case), we conclude that $\mu_{t}=v_{t}$ for all $t \geqslant 0$. Consequently, for all fixed $t \geqslant 0$ any subsequence $\left(v_{t}^{\left(n_{k}\right)}\right)_{k \geqslant 1}$ of the sequence $\left(v_{t}^{(n)}\right)_{n \geqslant 1}$ has a convergent subsequence and the limit is always equal to $v_{t}$. This proves $S_{n} \rightarrow S$ and Proposition 7.1 becomes applicable.
(ii) $\Rightarrow$ (i) follows from 7.1 n

If we suppose the convergence of variances of the first two coordinates and the Lindeberg condition on the third coordinate, then we obtain the usual form of the Lindeberg-Feller theorem.

COROLLARY 1. Let $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ be a commutative, normal and centered system of probability measures on $\boldsymbol{H}$ which satisfies the conditions

$$
\begin{gather*}
\sup _{n \geqslant 1} \sum_{k=1}^{k_{n}} \int\left|x_{3}\right| \mu_{n k}(d x)<\infty  \tag{4}\\
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x| \geqslant 1}\left|x_{3}\right| \mu_{n k}(d x)=0  \tag{5}\\
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int x_{3} \mu_{n k}(d x)=0 \\
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int x_{i} x_{j} \mu_{n k}(d x)=a_{i j} \quad \text { for all } i, j=1,2 \tag{6}
\end{gather*}
$$

Then the following statements are equivalent:
(i) (a) $\lim _{n \rightarrow \infty} \max _{1 \leqslant k \leqslant k_{n}} \int|x|^{2} \mu_{n k}(d x)=0$;
(b) $\mu_{n 1} * \ldots * \mu_{n k_{n}} \rightarrow v$ as $n \rightarrow \infty$, where $v=v_{1},\left(v_{t}\right)_{t \geqslant 0}$ is the (symmetric) Gaussian semigroup with the generating functional

$$
A(f)=\frac{1}{2} \sum_{i, j=1}^{2} a_{i j}\left(X_{i} X_{j} f\right)(e)
$$

(ii) (a) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \mu_{n k}\{|x|>\varepsilon\}=0$ for every $\varepsilon>0$;
(b) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x|<1} x_{i} x_{j} \mu_{n k}(d x)=a_{i j}$ for all $i, j=1,2$.
(iii) $\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x| \geqslant \varepsilon}|x|^{2} \mu_{n k}(d x)=0$ for every $\varepsilon>0$.

Proof. (i) $\Rightarrow$ (ii). Condition (i) (a) implies that the system $\left(\mu_{n k}\right)_{k=1, \ldots, k_{n} ; n \geqslant 1}$ is infinitesimal, since

$$
\begin{equation*}
\mu_{n k}\{x:|x| \geqslant \varepsilon\} \leqslant \varepsilon^{-2} \int|x|^{2} \mu_{n k}(d x) \tag{8}
\end{equation*}
$$

for arbitrary $\varepsilon>0$. From assumptions (7) and (4) we get (3). Applying Theorem 8.2 we obtain (i) $\Rightarrow$ (ii).
(ii) $\Rightarrow$ (iii). By (ii) (b) and (7) the equality

$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x| \geqslant 1} x_{i}^{2} \mu_{n k}(d x)=0
$$

holds for $i=1,2,3$. This together with (5) implies

$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x| \geqslant 1}|x|^{2} \mu_{n k}(d x)=0
$$

Now, from (ii) (a) we infer that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{\varepsilon_{1} \leqslant|x| \leqslant \varepsilon_{2}}|x|^{2} \mu_{n k}(d x)=0 \tag{9}
\end{equation*}
$$

for arbitrary $0<\varepsilon_{1}<\varepsilon_{2}$. Hence we obtain (iii).
(iii) $\Rightarrow$ (i). For any $\varepsilon>0$ we have

$$
\int|x|^{2} \mu_{n k}(d x) \leqslant \varepsilon^{2}+\int_{|x| \geqslant \varepsilon}|x|^{2} \mu_{n k}(d x) \leqslant \varepsilon^{2}+\sum_{k=1}^{k_{n}} \int_{|x| \geqslant \varepsilon}|x|^{2} \mu_{n k}(d x) .
$$

Thus we obtain (i) (a). To prove (i) (b) we shall show that conditions (ii) of Theorem 8.2 are satisfied. Estimation (8) implies that (ii) (a) of Theorem 8.2 holds. Thus we have also (9). Clearly, (iii) implies

$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x| \geqslant \varepsilon} x_{i}^{2} \mu_{n k}(d x)=0 \quad \text { for } i=1,2 .
$$

Hence

$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x| \geqslant \varepsilon} x_{i} x_{j} \mu_{n k}(d x)=0 \quad \text { for } i, j=1,2
$$

which together with assumption (7) gives (ii) (b) of Theorem 8.2 for $i, j=1,2$. Using estimate (2), for $0<\varepsilon<1$ we have

$$
\int_{|x|<\varepsilon} x_{3}^{2} \mu_{n k}(d x) \leqslant c \int_{|x|<\varepsilon}|x|^{4} \mu_{n k}(d x) \leqslant c \varepsilon^{2} \int|x|^{2} \mu_{n k}(d x) .
$$

Further we have

$$
\int_{\varepsilon \leqslant|x|<1} x_{3}^{2} \mu_{n k}(d x) \leqslant c \mu_{n k}(x:|x| \geqslant \varepsilon)
$$

and, consequently,

$$
\limsup _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x|<1} x_{3}^{2} \mu_{n k}(d x) \leqslant c \varepsilon^{2} \sup _{n \geqslant 1} \sum_{k=1}^{k_{n}} \int|x|^{2} \mu_{n k}(d x) .
$$

Since $0<\varepsilon<1$ is arbitrary, we conclude (ii) (b) of Theorem 8.2 for $i=j=3$. Using the same arguments we can obtain (ii) (b) of Theorem 8.2 for the remaining cases. Clearly, we have

$$
\lim _{n \rightarrow \infty} \sum_{k=1}^{k_{n}} \int_{|x| \geqslant 1}\left|x_{i}\right| \mu_{n k}(d x)=0 \quad \text { for } i=1,2,3
$$

which together with the assumption that the system is centered and assumption (6) implies (ii) (c) of Theorem 8.2.

Remark 5. Conditions (i) (a) and (iii) are the classical Feller and Lindeberg conditions, respectively. Assumption (4) is needed in order to have bounded (homogeneous) moments of second order. Assumption (5) is in fact the Lindeberg condition for the third coordinate.
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