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Abstract. For the absolutely $\Phi$-summing operators $T: X \rightarrow Y$ between Banach spaces $X$ and $Y$ we consider martingale inequalities of the type

$$
\left\|\sup _{1 \leqslant k \leqslant N}\right\| \sum_{l=1}^{k} T d_{l}\left\|_{Y}\right\|_{L_{2}} \leqslant c\left\|\sup _{i=1,2 \ldots . .}\left(\sum_{k=1}^{N}\left|\left\langle d_{k}, a_{i}\right\rangle\right|^{2}\right)^{1 / 2}\right\|_{L_{2}}
$$

where $\left(d_{k}\right)_{k=0}^{N} \subset L_{1}^{X}(\Omega, \mathscr{F}, P)$ is a martingale difference sequence and $\left(a_{i}\right)_{i=1}^{\infty}$ is a sequence of normalized functionals on $X$, and we show that these inequalities are useful in different directions. For example, for a Banach space $X, x_{1}, \ldots, x_{n} \in X$, independent standard Gaussian variables $g_{1}, \ldots, g_{n}$, and $1 \leqslant r<\infty$ we deduce that

$$
\left.\left\|\sum_{i=1}^{n}\left[\sum_{k=\tau_{i-1}+1}^{\tau_{i}} d_{k}\right] x_{i}\right\|_{L_{r}^{x}} \leqslant c \sqrt{r} \| \sup _{1 \leqslant i \leqslant n} S_{2}{ }^{\left(\tau_{i}-1\right.} f^{\tau_{i}}\right)\left\|_{L_{r}}\right\| \sum_{i=1}^{n} g_{i} x_{i} \|_{L_{1}^{x}},
$$

where $f=\left(d_{k}\right)_{k=0}^{N}$ is a scalar-valued martingale difference sequence such that $\left(\left|d_{k}\right|\right)_{k=1}^{N}$ is predictable, $0=\tau_{0} \leqslant \tau_{1} \leqslant \ldots \leqslant \tau_{n}=N$ is a sequence of stopping times, and

$$
S_{2}\left(^{\tau_{i}-1} f^{\tau_{i}}\right):=\left(\sum_{k=\tau_{i-1}+1}^{\tau_{i}}\left|d_{k}\right|^{2}\right)^{1 / 2}
$$

Introduction. There are several reasons to extend inequalities involving operators defined on martingales from the scalar-valued setting to the Banach space valued setting. For example, one possible variant of the Burk-holder-Davis-Gundy inequality in the vector-valued setting is

$$
\begin{equation*}
\left\|\sup _{1 \leqslant k \leqslant N}\right\| \sum_{l=1}^{k} d_{l}\left\|_{X}\right\|_{L_{2}} \leqslant c\left\|\left(\sum_{k=1}^{N}\left\|d_{k}\right\|_{X}^{2}\right)^{1 / 2}\right\|_{L_{2}}, \tag{1}
\end{equation*}
$$

where $X$ is a Banach space and $\left(d_{k}\right)_{k=0}^{N} \subset L_{1}^{X}(\Omega, \mathscr{F}, P)$ is a martingale difference sequence. This inequality can be used to characterize and to handle those Banach spaces $X$ which admit renorming with the modulus of smoothness of power type 2 (see [29]). There is also another way to consider a vector-valued

Burkholder-Davis-Gundy inequality. Instead of (1) we take a bounded and linear operator $T: X \rightarrow Y$ between Banach spaces $X$ and $Y$ and regard

$$
\begin{equation*}
\left\|\sup _{1 \leqslant k \leqslant N}\right\| \sum_{l=1}^{k} T d_{l}\left\|_{Y}\right\|_{L_{2}} \leqslant c\left\|\sup _{i=1,2, \ldots}\left(\sum_{k=1}^{N}\left|\left\langle d_{k}, a_{i}\right\rangle\right|^{2}\right)^{1 / 2}\right\|_{L_{2}}, \tag{2}
\end{equation*}
$$

where $\left(a_{i}\right)_{i=1}^{\infty}$ is some normalized sequence of linear functionals. First of all, the consideration of inequality (2) requires the usage of operators $T$ since the validity of (2) for all $N=1,2, \ldots$ for an identity $T=I_{X}$ of a Banach space $X$ implies $\operatorname{dim}(X)<\infty$ in general.

The subject of the paper is to show that inequalities of type (2) are useful in different situations and to develop a general approach for such inequalities.

The paper is organized as follows. In Section 1 we recall some facts about the absolutely $\Phi$-summing operators. These operators are used to state in Theorem 3.2 the basic result of the paper, which is an abstract version of (2). Since the $B M O_{\psi}-L_{\infty}$ estimates, the starting point of Theorem 3.2, are based on Lorentz norms, whereas the notion of absolutely $\Phi$-summing operators is based on Orlicz norms, we show in Section 2 that the $B M O_{\psi}$-spaces have a representation by Orlicz norms. Besides the applications of Theorem 3.2 given in Section 3 we derive in Section 4 contraction principles for vector-valued Gaussian random variables. A corresponding contraction principle for Rademacher variables is proved in Section 5 by using a different technique.

Throughout this paper $[\Omega, \mathscr{F}, \boldsymbol{P}]$ stands for a probability space, and $\left(\mathscr{F}_{k}\right)_{k=0}^{N}$ for a filtration with $\mathscr{F}_{k} \subseteq \mathscr{F}^{\prime}$ and $\mathscr{F}_{0}=\{\varnothing, \Omega\}$. All random variables and Banach spaces are assumed to be real. By standard Gaussian random variables we mean symmetric random variables distributed like $\mathscr{N}(0,1)$. A random variable $\varepsilon \in L_{2}(M, \mu)$ is called a Rademacher variable if $\mu(\varepsilon=1)=\mu(\varepsilon=-1)=1 / 2$. The Haar functions $\left(h_{k}\right)_{k=0}^{\infty} \subset L_{1}[0,1)$ are given by
$h_{0}=1, h_{1}=\chi_{[0,1 / 2)}-\chi_{[1 / 2,1)}, h_{2}=\chi_{[0,1 / 4]}-\chi_{[1 / 4,1 / 2)}, h_{3}=\chi_{[1 / 2,3 / 4)}-\chi_{[3 / 4,1)}, \ldots$, where $\mathscr{F}_{k}^{h}:=\sigma\left(h_{0}, \ldots, h_{k}\right)$. Given a Banach space $X$ its dual is denoted by $X^{\prime}$, and its closed unit ball by $B_{X}$. Moreover, $L_{0}^{X}(\Omega, \mathscr{F}, P)$ is the space of all Borel measurable $h: \Omega \rightarrow X$ such that there is a separable and closed subspace $X_{0} \subseteq X$ with $\boldsymbol{P}\left(h \in X_{0}\right)=1$, where $L_{0}(\Omega, \mathscr{F}, \mathbb{P})=L_{0}^{R}(\Omega, \mathscr{F}, P)$. The symbol $\mathscr{L}(X, Y)$ stands for the linear and continuous operators $T: X \rightarrow Y$ between the Banach spaces $X$ and $Y$ equipped with the operator norm $\|T\|$ $:=\sup \left\{\|T x\|_{Y}: x \in B_{X}\right\}$. Given quantities $\|\cdot\|$ and $\||\cdot|\|$ we use

$$
\|\cdot\| \sim_{c}\|\cdot\| \| \quad \text { for } c^{-1}\|\cdot\| \leqslant\|\cdot\|\|\leqslant c\| \cdot \| .
$$

1. Absolutely $\Phi$-summing operators. The introduction of the absolutely $\Phi$-summing operators, where $\Phi$ is an exponential Young function, was motivated by the consideration of majorizing measures for Gaussian processes (cf. Corollary 3.11). The results of this section are folklore.

Definition 1.1. (1) A Young function $\Phi:[0, \infty) \rightarrow[0, \infty)$, that means an increasing and convex bijection, is said to be sup-multiplicative if there is some $c>0$ such that $\Phi(\lambda) \Phi(\mu) \leqslant \Phi(c \lambda \mu)$ for all $\lambda, \mu \geqslant 1$. We write $\Phi \in \mathscr{Y}_{\text {sup }}$ and let $\Delta_{\text {sup }}(\Phi):=\inf c$.
(2) Given a Young function $\Phi$, the space $L_{\Phi}^{X}(\Omega, \mathscr{F}, \mathbb{P})$ consists of all $h \in L_{0}^{X}(\Omega, \mathscr{F}, \mathbb{P})$ with

$$
\|h\|_{L_{\Phi}^{X}}:=\inf \left\{c>0 \left\lvert\, E \Phi\left(\frac{\|h\|_{X}}{c}\right) \leqslant 1\right.\right\}<\infty
$$

where $L_{\Phi}(\Omega, \mathscr{F}, \mathbb{P}):=L_{\Phi}^{\boldsymbol{R}}(\Omega, \mathscr{F}, \mathbb{P})$.
(3) For $\Phi \in \dot{\mathscr{Y}}_{\text {sup }}$ an operator $T \in \mathscr{L}(X, Y)$ is absolutely $\Phi$-summing if there is a constant $c>0$ such that for all probability spaces $[\Omega, \mathscr{F}, \mathbb{P}]$ and all $h \in L_{0}^{X}(\Omega, \mathscr{F}, \boldsymbol{P})$

$$
\begin{equation*}
\|T h\|_{L_{\Phi}^{Y}} \leqslant c \sup _{a \in B_{X^{\prime}}}\|\langle h, a\rangle\|_{L_{\Phi}^{Y}} . \tag{3}
\end{equation*}
$$

We write $T \in \Pi_{\Phi}(X, Y)$ and let $\pi_{\Phi}(T):=\inf c$.
In particular, we use $\Phi_{q}(\lambda):=\exp \left\{\lambda^{q}\right\}-1 \in \mathscr{Y}_{\text {sup }}$ for $1 \leqslant q<\infty$. The absolutely $\Phi$-summing operators form a Banach operator ideal in the sense of [27]. In the case $L_{\Phi}=L_{p}$ we obtain the absolutely $p$-summing operators $\Pi_{p}(X, Y)$. We restrict ourselves to the sup-multiplicative Young functions for two reasons. First, according to (4) and Lemma 2.2 this case is of only interest in our situation. Secondly, this condition on $\Phi$ ensures that the typical absolutely $\Phi$-summing operators are the embeddings $C(K) \rightarrow L_{\Phi}(K, \mu)$, where $K$ is a compact Hausdorff space and $\mu$ a normalized Borel measure (see Theorem 1.2 and Remark 1.5 (1)). From this latter fact one can deduce $\Pi_{\Phi}(X, Y) \subseteq \Pi_{\Psi}(X, Y)$ if and only if $L_{\Psi}[0,1] \subseteq L_{\Phi}[0,1]$. Let us start with the basic example of an absolutely $\Phi$-summing operator.

Theorem 1.2. For $\Phi \in \mathscr{Y}_{\text {sup }}$, a compact Hausdorff space $K$, and a normalized Borel measure $\mu$ on $K$, we have for the embedding $I: C(K) \rightarrow L_{\Phi}(K, \mu)$

$$
\pi_{\Phi}(I) \leqslant(1+\Phi(1))^{2} \Delta_{\text {sup }}(\Phi) .
$$

Proof. We use standard arguments from the theory of the Orlicz spaces which can be exploited to prove Fubini type theorems. The only point is that we do not assume the sup-multiplicativity of $\Phi$ for all $\lambda, \mu \geqslant 0$.
(1) For $g \in L_{\Phi}(K, \mu)$ with $\|g\|_{L_{\Phi}(K, \mu)}>c_{0}:=(1+\Phi(1)) \Delta_{\text {sup }}(\Phi)$ we show

$$
\Phi\left(\frac{\|g\|_{L_{\Phi}(K, \mu)}}{c_{0}}\right) \leqslant \int_{K} \Phi(|g|) d \mu .
$$

Indeed, by convexity,

$$
\Phi\left(\frac{v}{\lambda}\right) \leqslant \frac{\Phi(v)}{\lambda} \quad(v \geqslant 0, \lambda \geqslant 1)
$$

so that for $1<b<\|g\|_{L_{\Phi}(K, \mu)} / c_{0}$ we get

$$
\begin{aligned}
1<\int_{K} \Phi\left(\frac{|g|}{b c_{0}}\right) d \mu & \leqslant \frac{1}{1+\Phi(1)} \int_{K} \Phi\left(\frac{|g|}{b \Delta_{\text {sup }}(\Phi)}\right) d \mu \\
& \leqslant \frac{1}{1+\Phi(1)}\left[\int_{|g| \geqslant b \Delta_{\text {sup }}(\Phi)} \Phi\left(\frac{|g|}{b \Delta_{\text {sup }}(\Phi)}\right) d \mu+\Phi(1)\right] \\
& \leqslant \frac{1}{1+\Phi(1)}\left[\frac{1}{\Phi(b)} \int_{K} \Phi(|g|) d \mu+\Phi(1)\right] .
\end{aligned}
$$

(2) Now let $h \in L_{0}^{C(K)}(\Omega, \mathscr{F}, \mathbb{P})$ be a step function taking a finite number of values (see Remark 1.5 (2) below). For

$$
\Omega^{\prime}:=\left\{\|h\|_{L_{\Phi}(K, \mu)}>c_{0}\right\} \subseteq \Omega \quad \text { and } \quad c_{0}(1+\Phi(1))<\| \| h\left\|_{L_{\Phi}(K, \mu)}\right\|_{L_{\Phi}(\Omega, P)}
$$

we deduce with the help of the first step

$$
\begin{gathered}
1<\int_{\Omega} \Phi\left(\frac{\|h(\omega)\|_{L_{\Phi}(K, \mu)}}{c_{0}(1+\Phi(1))}\right) d \boldsymbol{P}(\omega) \leqslant \frac{1}{1+\Phi(1)}\left[\int_{\Omega^{\prime}} \Phi\left(\frac{\|h(\omega)\|_{L_{\Phi}(K, \mu)}}{c_{0}}\right) d \boldsymbol{P}(\omega)+\Phi(1)\right] \\
\leqslant \frac{1}{1+\Phi(1)}\left[\int_{\Omega^{\prime} \times K} \Phi\left(\left|\left\langle h(\omega), \delta_{a}\right\rangle\right|\right) d(\mu \times P)(a, \omega)+\Phi(1)\right] \\
\leqslant \frac{1}{1+\Phi(1)}\left[\sup _{a \in K} \int_{\Omega} \Phi\left(\left|\left\langle h, \delta_{a}\right\rangle\right|\right) d P+\Phi(1)\right]
\end{gathered}
$$

and $1<\sup _{a \in K} \int_{\Omega} \Phi\left(\left|\left\langle h, \delta_{a}\right\rangle\right|\right) d \boldsymbol{P}$.
To obtain a special case of Theorem 1.2 we need
Lemma 1.3. Let $1 \leqslant q<\infty, K:=\{1,2, \ldots\}$, and

$$
\mu:=\sum_{i=1}^{\infty} \frac{1}{i(i+1)} \delta_{i j} .
$$

Then

$$
\sup _{i=1,2, \ldots} \frac{\left|\alpha_{i}\right|}{\sqrt[q]{\log (i+1)}} \sim_{c}\left\|\left(\alpha_{i}\right)_{i=1}^{\infty}\right\|_{L_{\Phi}(K, \mu)}
$$

where $c>0$ depends on $q$ only.
Proof. If we have

$$
\sup _{i=1,2, \ldots} \frac{\left|\alpha_{i}\right|}{\sqrt[q]{\log (i+1)}}>1
$$

then we get some $i_{0}$ with $\left|\alpha_{i_{0}}\right|>\sqrt[q]{\log \left(i_{0}+1\right)}$ and

$$
\begin{aligned}
\left\|\left(\alpha_{i}\right)_{i=1}^{\infty}\right\|_{L_{\Phi}(K, \mu)} & >\left\|\chi_{\left[0, \frac{1}{i_{0}\left(i_{0}+1\right)}\right]} \sqrt[q]{\log \left(i_{0}+1\right)}\right\|_{L_{\Phi_{q}[0,1]}} \\
& =\frac{\sqrt[q]{\log \left(i_{0}+1\right)}}{\sqrt[q]{\log \left(i_{0}\left(i_{0}+1\right)+1\right)}} \geqslant \frac{1}{\sqrt[q]{2}}
\end{aligned}
$$

so that

$$
\sup _{i=1,2, \ldots} \frac{\left|\alpha_{i}\right|}{\sqrt[q]{1+\log i}} \leqslant \sqrt[q]{2}\left\|\left(\alpha_{i}\right)_{i=1}^{\infty}\right\|_{L_{\Phi_{q}(K, \mu)}}
$$

The remaining inequality is left to the reader.
Corollary 1.4. For $1 \leqslant q<\infty$ we have

$$
D_{q} \in \Pi_{\Phi_{q}}\left(l_{\infty}, l_{\infty}\right) \quad \text { if } D_{q}\left(\left(\xi_{i}\right)_{i=1}^{\infty}\right):=\left(\frac{\xi_{i}}{\sqrt[q]{\log (i+1)}}\right)_{i=1}^{\infty}
$$

Proof. Either we go a direct way or we use Theorem 1.2. For the latter we observe that it is sufficient to show $D_{q} \in \Pi_{\Phi_{g}}(\mathscr{C}, \mathscr{C})$, where $\mathscr{C}$ is the space of convergent sequences. Since $\mathscr{C}=C(K)$ in a canonical way, where $K=\{1,2, \ldots, \infty\}$ is equipped with the metric $d(k, l)=|1 / k-1 / l|$, we apply Theorem 1.2 and Lemma 1.3. -

Remark 1.5. (1) Theorem 1.2 is a part of the basic characterization of the absolutely $\Phi$-summing operators: For $\Phi \in \mathscr{Y}_{\text {sup }}$ an operator $T \in \mathscr{L}(X, Y)$ is absolutely $\Phi$-summing if and only if $T$ can be factorized through a restriction of an embedding $C(K) \rightarrow L_{\Phi}(K, \mu)$ like in Theorem 1.2. We have seen the "if" part; the "only if" part follows from the corresponding result of Assouad [1] about the $\Phi$-0-summing operators. In particular, it turns out that the $\Phi$ - 0 -summing and the absolutely $\Phi$-summing operators coincide whenever $\Phi \in \mathscr{Y}_{\text {sup }}$.
(2) There are some straightforward reductions in Definition 1.1 (3). First we have for a norming sequence $\left(a_{i}\right)_{i=1}^{\infty} \subset B_{X^{\prime}}$, which means $\|x\|_{X}=\sup _{i=1,2, \ldots}\left|\left\langle x, a_{i}\right\rangle\right|$ for all $x \in X$,

$$
\sup _{a \in B_{X^{\prime}}}\|\langle h, a\rangle\|_{L_{\Phi}}=\sup _{i=1,2, \ldots}\left\|\left\langle h, a_{i}\right\rangle\right\|_{L_{\Phi}} .
$$

Secondly, it is enough to consider in inequality (3) step functions $h$ taking a finite number of values.

## 2. $B M O_{\psi}$-spaces

Definition 2.1. (1) Let $\mathscr{D}$ be the set of all increasing bijections

$$
\psi:[1, \infty) \rightarrow[1, \infty)
$$

and let $\overline{\mathscr{D}}$ be the subset of those $\psi \in \mathscr{D}$ for which

$$
\psi(\lambda+\mu)+1 \geqslant \psi(\lambda)+\psi(\mu) \quad \text { for } \lambda, \mu \geqslant 1 .
$$

(2) For $\psi \in \mathscr{D}$ the Lorentz space $M_{\psi}(\Omega, \mathscr{F}, \mathbb{P})$ consists of all $h \in L_{0}(\Omega, \mathscr{F}, \mathbb{P})$ with

$$
|h|_{M_{\psi}}:=\inf \{c>0 \mid \boldsymbol{P}(|h|>\lambda) \leqslant \exp \{1-\psi(\lambda / c)\} \text { for } \lambda \geqslant c\}<\infty
$$

(3) Let $\psi \in \overline{\mathscr{D}}$ and $\left(f_{k}\right)_{k=0}^{N} \subset L_{0}(\Omega, \mathscr{F}, P)$ be adapted to $\left(\mathscr{F}_{k}\right)_{k=0}^{N}$. Then

$$
\left\|\left(f_{k}\right)_{k=0}^{N}\right\|_{B M O_{\psi}}:=\sup _{0 \leqslant k \leqslant l \leqslant N} \sup _{\substack{C \in \mathscr{F}_{k} \\ P(C)>0}}\left|f_{l}-f_{k-1}\right|_{M_{\psi}\left(C, P_{C}\right)}
$$

where $f_{-1}:=0$ and $\boldsymbol{P}_{\boldsymbol{C}}:=\boldsymbol{P} / \boldsymbol{P}(C)$ is the normalized restriction of $\boldsymbol{P}$ to $C$.

In view of [13] (Theorem 4.6 and Lemma 4.4 (1)) the restriction to the subset $\overline{\mathscr{D}}$ of $\mathscr{D}$ in the definition of the above $B M O$-spaces is of no loss of generality. The typical examples for elements of $\overline{\mathscr{D}}$ are given by $\psi_{q}(\lambda):=\lambda^{q}$ for $1 \leqslant q<\infty$. Lemma 4.4 (2) of [13] implies

$$
\begin{equation*}
\sup _{a>1} \inf _{\lambda \geqslant 1} \frac{\psi(a \lambda)}{\psi(\lambda)}>1 \quad \text { whenever } \psi \in \overline{\mathscr{D}}, \tag{4}
\end{equation*}
$$

so that the next lemma shows that the $B M O_{\psi}$-spaces have a representation with the help of Orlicz norms. This gives the link between the $B M O_{\psi}$-spaces and the absolutely $\Phi$-summing operators, which is behind Theorem 3.2. This also compléments [13] (Remark 4.14) where some relations between the BMO-definition in [2], which uses Orlicz norms, and our BMO-definition are outlined.

Lemma 2.2. For $\psi \in \mathscr{D}$ with $\sup _{a>1} \inf _{\lambda \geqslant 1}[\psi(a \lambda) / \psi(\lambda)]>1$ there are $\Phi \in \mathscr{Y}_{\text {sup }}$ and $c \geqslant 1$ such that

$$
\left\|_{M_{\psi}} \sim_{c}\right\| \cdot \|_{L_{\Phi}}
$$

Proof. We extend $\psi$ to $\psi:[0, \infty) \rightarrow[0, \infty)$ by $\psi(\lambda)=\lambda$ for $0 \leqslant \lambda \leqslant 1$ and find $a>1$ and $\varepsilon>0$ such that $\psi(\lambda)(1+\varepsilon) \leqslant \psi(a \lambda)$ for $\lambda \geqslant 0$. Choosing $0<p<\infty$ such that $a^{1 / p}=1+\varepsilon$ we get, for $\mu \geqslant 1$ with $a^{n} \leqslant \mu \leqslant a^{n+1}$, $n \in\{0,1,2, \ldots\}$, and $\lambda \geqslant 0$,

$$
\psi(\mu \lambda) \geqslant \psi\left(a^{n} \lambda\right) \geqslant(1+\varepsilon)^{n} \psi(\lambda)=\frac{1}{1+\varepsilon}\left(a^{n+1}\right)^{1 / p} \psi(\lambda) \geqslant \frac{1}{1+\varepsilon} \mu^{1 / p} \psi(\lambda)
$$

For $s \geqslant 0$ and $t \geqslant 1 / \sqrt[p]{a}$ this gives

$$
\begin{equation*}
\psi^{-1}(t s) \leqslant a t^{p} \psi^{-1}(s) \tag{5}
\end{equation*}
$$

Setting $\Phi_{0}(\lambda):=e^{\psi(\lambda)}-1$ for $\lambda \geqslant 0$ and observing that $\Phi_{0}^{-1}(t)=\psi^{-1}(\log (t+1))$ we see that inequality (5) implies

$$
\sup _{s_{0} \leqslant s \leqslant t} \frac{s}{t} \frac{\Phi_{0}^{-1}(t)}{\Phi_{0}^{-1}(s)} \leqslant \sup _{0<s \leqslant t}\left(\frac{\log (s+1)}{\log (t+1)}\right)^{p} \frac{\Phi_{0}^{-1}(t)}{\Phi_{0}^{-1}(s)} \leqslant a
$$

where $s_{0}>0$ depends on $p$. On the other hand, assuming that $s_{1}:=e-1<s_{0}$ we have

$$
\sup _{0<s \leqslant t \leqslant s_{1}} \frac{s}{t} \frac{\Phi_{0}^{-1}(t)}{\Phi_{0}^{-1}(s)} \leqslant 1 \quad \text { and } \quad \sup _{s_{1} \leqslant s \leqslant t \leqslant s_{0}} \frac{s}{t} \frac{\Phi_{0}^{-1}(t)}{\Phi_{0}^{-1}(s)}=b<\infty,
$$

so that for $c=a b$

$$
\frac{\Phi_{0}^{-1}(t)}{t} \leqslant c \frac{\Phi_{0}^{-1}(s)}{s} \quad \text { for } 0<s<t<\infty
$$

Putting $h(t):=\inf _{s>0}\left(1+c t s^{-1}\right) \Phi_{0}^{-1}(s)$ we obtain a concave $h:[0, \infty) \rightarrow$ $[0, \infty)$ satisfying $h(0)=0$ and

$$
\frac{1}{c+1} h(t) \leqslant \Phi_{0}^{-1}(t) \leqslant h(t) \quad \text { for all } 0 \leqslant t<\infty
$$

cf. [3] (Proposition 2.5.10). $h$ is continuous at the origin. Moreover, since $h$ is increasing, concave, and satisfies $\lim _{t \rightarrow \infty} h(t)=\infty$, it must be continuous on $(0, \infty)$ and strictly increasing on $[0, \infty)$. Setting $\Phi(\lambda):=h^{-1}(\lambda)$ we get a convex bijection $\Phi:[0, \infty) \rightarrow[0, \infty)$ satisfying

$$
\Phi(\lambda) \leqslant \Phi_{0}(\lambda) \leqslant \Phi((c+1) \lambda) .
$$

To show that $\Phi \in \mathscr{Y}_{\text {sup }}$ we choose $\Delta \geqslant 1$ such that $\inf _{\lambda \geqslant 1} \psi(\Delta \lambda) / \psi(\lambda) \geqslant 2$. This implies for $\lambda, \mu \geqslant 1$
$\psi(\lambda)+\psi(\mu) \leqslant 2 \psi(\lambda \mu) \leqslant \psi(\Delta \lambda \mu) \quad$ and $\quad e^{\psi(\lambda)} e^{\psi(\mu)} \leqslant e^{\psi(\Delta \lambda \mu)}+\left[e^{\psi(\lambda)}+e^{\psi(\mu)}-2\right]$, which means that $\Phi_{0}(\lambda) \Phi_{0}(\mu) \leqslant \Phi_{0}(\Delta \lambda \mu)$. Consequently, we can deduce that for $\lambda, \mu \geqslant 1$

$$
\Phi(\lambda) \Phi(\mu) \leqslant \Phi_{0}(\lambda) \Phi_{0}(\mu) \leqslant \Phi_{0}(\Delta \lambda \mu) \leqslant \Phi((c+1) \Delta \lambda \mu) .
$$

Moreover, assuming that $\|f\|_{L_{\Phi}} \leqslant 1 /(c+1)$, we get for $\lambda>0$

$$
\lambda P\left(e^{\psi(|f|)}>\lambda\right) \leqslant \boldsymbol{E} e^{\psi(|f|)} \leqslant \boldsymbol{E} \Phi((c+1)|f|)+1 \leqslant 2,
$$

so that $P(|f|>\lambda) \leqslant e^{1-\psi(\lambda)}$ and $|f|_{M_{\psi}} \leqslant 1$. Now let $|f|_{M_{\psi}} \leqslant 1$ so that we have $\boldsymbol{P}(|f|>\lambda) \leqslant e^{1-\psi(\lambda)}$ for $\lambda \geqslant 0$. Choosing some $d>1$ with $\psi(d \lambda) \geqslant(1+e) \psi(\lambda)$ for $\lambda \geqslant 0$, we get

$$
\begin{aligned}
\boldsymbol{E} \boldsymbol{\Phi}_{0}\left(\frac{|f|}{d}\right) & =\int_{0}^{\infty} \boldsymbol{P}\left(\exp \left\{\psi\left(\frac{|f|}{d}\right)\right\}>\lambda\right) d \lambda-1 \leqslant \int_{1}^{\infty} \boldsymbol{P}\left(\exp \left\{\psi\left(\frac{|f|}{d}\right)\right\}>\lambda\right) d \lambda \\
& \leqslant \int_{1}^{\infty} e\left(\frac{1}{\lambda}\right)^{1+e} d \lambda=1
\end{aligned}
$$

and $\|\cdot\|_{L_{\Phi}} \leqslant\left. d\right|_{M_{\psi}}$.
3. A martingale inequality. Assume a subset $E$ of sequences $f=\left(d_{k}\right)_{k=0}^{N} \subset$ $L_{0}^{X}(\Omega, \mathscr{F}, P)$ adapted to $\left(\mathscr{F}_{k}\right)_{k=0}^{N}$ and

$$
S: E \rightarrow L_{0}^{+}(\Omega, \mathscr{F}, P):=\left\{f \in L_{0}(\Omega, \mathscr{F}, P) \mid f \geqslant 0 \text { a.s. }\right\} .
$$

If for all $f=\left(d_{k}\right)_{k=0}^{N} \in E, g=\left(e_{k}\right)_{k=0}^{N} \in E$, and all stopping times $\sigma, \tau$ we have
(A1) $-f=\left(-d_{k}\right)_{k=0}^{N} \in E, d_{0}=0$, and ${ }^{\sigma} f^{\tau}:=\left(d_{k} \chi_{\{\sigma<k \leqslant \tau}\right)_{k=0}^{N} \in E$;
(A2) $S(f+g) \leqslant \gamma_{S}[S f+S g]$ a.s. for some $\gamma_{S} \geqslant 1$ if $f+g:=\left(d_{k}+e_{k}\right)_{k=0}^{N} \in E$;
(A3) $S f=0$ a.s. on $\left\{0=\boldsymbol{E}\left(\left\|d_{k}\right\| \mid \mathscr{F}_{k-1}\right), k=1, \ldots, n\right\}$ and $S f=S(-f)$ a.s.;
(A4) $S f^{k} \leqslant S f$ a.s. for $k=0, \ldots, N$, where $f^{k}:=\left(d_{l} \chi_{l l \leqslant k}\right)_{l=0}^{N}$;
(A5) $S f^{k}$ is $\mathscr{F}_{k-1}$-measurable for $k=1, \ldots, N$;
then we say that $(E, S)$ satisfies (A). Moreover, we use

$$
\begin{gathered}
f_{k}:=\sum_{l=0}^{k} d_{l}, \quad f^{*}=\sup _{0 \leqslant k \leqslant N}\left\|f_{k}\right\|_{X}, \\
S^{*} f:=\sup _{0 \leqslant k \leqslant N} S f^{k}, \quad \text { and } \quad T^{*} f:=\sup _{0 \leqslant k \leqslant N}\left\|T f_{k}\right\|_{Y}, \text { where } T \in \mathscr{L}(X, Y) .
\end{gathered}
$$

Definition 3.1. Let $E$ be a set of sequences $f=\left(d_{k}\right)_{k=0}^{N} \subset L_{0}(\Omega, \mathscr{F}, \boldsymbol{P})$ with $d_{0}=0$ adapted to the filtration $\left(\mathscr{F}_{k}\right)_{k=0}^{N}$ and let $X$ be a Banach space. A sequence $F=\left(D_{k}\right)_{k=0}^{N} \subset L_{0}^{X}(\Omega, \mathscr{F}, P)$ adapted to $\left(\mathscr{F}_{k}\right)_{k=0}^{N}$ belongs to $E^{X}$ if $D_{0}=0$ and if there is a sequence $\left(a_{i}\right)_{i=1}^{\infty} \subset B_{X^{\prime}}$ and a closed subspace $X_{0} \subseteq X$ such that

$$
P\left(D_{l} \in X_{0}\right)=1 \quad \text { and } \quad\left\langle F, a_{i}\right\rangle:=\left(\left\langle D_{k}, a_{i}\right\rangle\right)_{k=0}^{N} \in E
$$

for $l=1, \ldots, N, i=1,2, \ldots$, and $\|x\|_{X}=\sup _{i=1,2, \ldots}\left|\left\langle x, a_{i}\right\rangle\right|$ for $x \in X_{0}$. We say that $\left(a_{i}\right)_{i=1}^{\infty}$ is norming for $F$.

Theorem 3.2. Assume that ( $E, S$ ) satisfies (A) and let $\psi \in \overline{\mathscr{D}}$ and $\Phi \in \mathscr{Y}_{\text {sup }}$ with $|\cdot|_{M_{\psi}} \sim_{c}\|\cdot\|_{L_{\Phi}}$ for some $c>0$. If

$$
\left\|\left(f_{k}\right)_{k=0}^{N}\right\|_{B M O_{\psi}} \leqslant\|S f\|_{L_{\infty}} \quad \text { for } f \in E \text {, }
$$

then for $T \in \Pi_{\Phi}(X, Y), f \in E^{X}$ with a norming sequence $\left(a_{i}\right)_{i=1}^{\infty} \subset B_{X^{\prime}}$, and $1 \leqslant r<\infty$ we have

$$
\left\|T^{*} f\right\|_{L_{r}} \leqslant c \psi^{-1}(r) \pi_{\Phi}(T)\left\|\sup _{i=1,2, \ldots} S\left(\left\langle f, a_{i}\right\rangle\right)\right\|_{L_{r}},
$$

where $c>0$ depends on $\gamma_{S}, \psi$, and $c$ only.
Proof. Fix $\left(a_{i}\right)_{i=1}^{\infty} \subset B_{X^{\prime}}$ and a closed subspace $X_{0} \subseteq X$ such that for all $x \in X_{0}$ we have $\|x\|=\sup _{i=1,2 \ldots}\left|\left\langle x, a_{i}\right\rangle\right|$. Let $\mathscr{E}$ be the set of $f=\left(d_{k}\right)_{k=0}^{N} \subset L_{0}^{X}(\Omega, \mathscr{F}, P)$ adapted to $\left(\mathscr{F}_{k}\right)_{k=0}^{N}$ with $d_{0}=0$,

$$
P\left(d_{k} \in X_{0}\right)=1, \quad\left\langle f, a_{i}\right\rangle \in E, \quad \text { and } \quad \sup _{j=1,2, \ldots} S\left(\left\langle f, a_{j}\right\rangle\right)<\infty \text { a.s. }
$$

for $k=0, \ldots, N$ and $i=1,2, \ldots$, and let $A, B: \mathscr{E} \rightarrow L_{0}^{+}(\Omega, \mathscr{F}, P)$ be given by

$$
A f:=\left\|T f_{N}\right\|_{Y} \quad \text { and } \quad B f:=\sup _{i=1,2, \ldots} S\left(\left\langle f, a_{i}\right\rangle\right),
$$

where $B f:=0$ on $\left\{\sup _{i=1,2, \ldots} S\left(\left\langle f, a_{i}\right\rangle\right)=\infty\right\}$. The triple $(\mathscr{E}, A, B)$ satisfies the assumptions of [13] (Proposition 7.3, $C=0$ ). For example, ${ }^{\sigma} g^{\tau} \in \mathscr{E}$ if $g \in \mathscr{E}$ since $S\left({ }^{\sigma} g^{\tau}\right) \leqslant a S g$ a.s. for some $a>0$ depending on $\gamma_{S}$ only [9] (Lemma 2.1) (cf. [13], Lemma 7.1). Now, from the definition of $\pi_{\Phi}(T)$ and Remark 1.5 (2) with $f_{-1}:=0$ and $A f^{-1}:=0$ we get

$$
c^{-1}\left\|\left(A f^{k}\right)_{k=0}^{N}\right\|_{B M O} \leqslant \sup _{\substack{0 \leqslant k \leqslant l \leqslant N \\ C \in \mathcal{F}_{k}, P(C)>0}}\left\|T\left(f_{l}-f_{k-1}\right)\right\|_{L_{\Phi(C, P}^{X}(\mathcal{P})}
$$

$$
\begin{aligned}
& \leqslant \pi_{\Phi}\left(T \mid X_{0} \rightarrow Y\right) \sup _{\substack{0 \leqslant k \leqslant l \leqslant N \\
C \in \mathscr{F}_{k}, P(C)>0}} \sup _{i=1,2, \ldots}\left\|\left\langle\left(f_{l}-f_{k-1}\right), a_{i}\right\rangle\right\|_{L_{\Phi}(C, P C)} \\
& \leqslant \pi_{\Phi}(T) \sup _{i=1,2, \ldots} c\left\|\left(\left\langle f_{k}, a_{i}\right\rangle\right\rangle_{k=0}^{N}\right\|_{B M O_{\psi}} \\
& \leqslant c \pi_{\Phi}(T) \sup _{i=1,2, \ldots}\left\|S\left(\left\langle f, a_{i}\right\rangle\right)\right\|_{L_{\infty}} \leqslant c \pi_{\Phi}(T)\|B f\|_{L_{\infty}} .
\end{aligned}
$$

Hence we can apply [13] (Theorem 1.7) and are done.
Combining Theorem 3.2 with [13] (Theorem 4.6 (23)) we obtain
Corollary 3.3. Assume that $(E, S)$ satisfies (A) and let $0<s<\frac{1}{2}$ be such that

$$
\sup _{0 \leqslant k \leqslant l \leqslant N} \sup _{\substack{\boldsymbol{C} \in \mathscr{F}_{k} \\ \boldsymbol{P}(C)>0}} \boldsymbol{P}_{\boldsymbol{C}}\left(\left|f_{l}-f_{k-1}\right|>\|S f\|_{L_{\infty}}\right) \leqslant s \quad \text { for } f \in E .
$$

Then for $T \in \Pi_{\Phi}(X, Y)$ with $\Phi(\lambda)=e^{\lambda}-1, f \in E^{X}$ with a norming sequence $\left(a_{i}\right)_{i=1}^{\infty} \subset B_{X^{\prime}}$, and $1 \leqslant r<\infty$ we have

$$
\left\|T^{*} f\right\|_{L_{r}} \leqslant c r \pi_{\mathscr{\Phi}}(T)\left\|\sup _{i=1,2, \ldots} S\left(\left\langle f, a_{i}\right\rangle\right)\right\|_{L_{r}}
$$

where $c>0$ depends on $\gamma_{S}$ and $s$ only.
For some further applications we need
Definition 3.4. (1) For martingale difference sequences

$$
f=\left(d_{k}\right)_{k=0}^{N} \subset L_{1}(\Omega, \mathscr{F}, P) \quad \text { and } \quad F=\left(D_{k}\right)_{k=0}^{N} \subset L_{1}^{X}(\Omega, \mathscr{F}, P)
$$

we let

$$
\begin{aligned}
S_{2} f:=\left(\sum_{k=0}^{N}\left|d_{k}\right|^{2}\right)^{1 / 2} \quad \text { and } \quad S_{2}^{w} F:=\sup _{a \in B_{X^{\prime}}} S_{2}(\langle F, a\rangle), \\
S_{p, \infty} f:=\sup _{1 \leqslant k \leqslant N} \sqrt[p]{k} d_{k}^{*}, \quad \text { and } \quad S_{p, \infty}^{w} F:=\sup _{a \in B_{X^{\prime}}} S_{p, \infty}(\langle F, a\rangle),
\end{aligned}
$$

where ${ }_{N}^{1}<p<2$ and $\left(d_{k}^{*}(\omega)\right)_{k=1}^{N}$ is a non-increasing rearrangement of $\left(\left|d_{k}(\omega)\right|\right)_{k=1}^{N}$.
(2) The set of all martingale difference sequences $f=\left(d_{k}\right)_{k=0}^{N} \subset$ $L_{1}(\Omega, \mathscr{F}, \mathbb{P})$ with respect to $\left(\mathscr{F}_{k}\right)_{k=0}^{N}$ such that $d_{0}=0$ and $\left|d_{k}\right|$ is $\mathscr{F}_{k-1}$-measurable for $k=1, \ldots, N$ is denoted by $\mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)\left({ }^{1}\right)$.

Note that for example $\left(h_{k} x_{k}\right)_{k=0}^{N} \in \mathscr{P}^{X}\left(\left(\mathscr{F}_{k}^{h}\right)_{k=0}^{N}\right)$, where $\left(x_{k}\right)_{k=0}^{N} \subset X$ with $x_{0}=0$. For $S \in\left\{S_{2}, S_{p, \infty}\right\}$ the function $S^{w} F$ is measurable as a composition of $\Omega \rightarrow l_{\infty}^{N}(X)$ with $\omega \rightarrow\left(D_{1}(\omega), \ldots, D_{N}(\omega)\right)$ and a continuous map from $l_{\infty}^{N}(X)$
( ${ }^{1}$ ) We will write $\mathscr{P}^{X}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$ instead of $\left(\mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)\right)^{X}$.
into $\boldsymbol{R}$. Moreover, given $\left(a_{i}\right)_{i=1}^{\infty} \subset B_{X^{\prime}}$, norming for $X$, by duality we get

$$
\sup _{i=1,2, \ldots} S\left(\left\langle F, a_{i}\right\rangle\right)(\omega) \leqslant S^{w} F(\omega) \leqslant c \sup _{i=1,2, \ldots} S\left(\left\langle F, a_{i}\right\rangle\right)(\omega)
$$

with $c=1$ if $S=S_{2}$ and $c=c_{p}^{2}$ if $S=S_{p, \infty}$, where $c_{p}>1$ is a constant such that

$$
\sup _{k=1,2, \ldots} \sqrt[p]{k} \xi_{k}^{*} \sim_{c_{p}}\left\|\left(\xi_{k}\right)_{k=1}^{\infty}\right\|
$$

for an equivalent norm $\|\cdot\|$ on $l_{p, \infty}$. In order to describe tail estimates for $S_{p, \infty}$ we use the notion of the $K$-functional, which is defined for a compatible couple of Banach spaces ( $X_{0}, X_{1}$ ) and $x \in X_{0}+X_{1}$ as

$$
\begin{aligned}
& K\left(x ; t ; X_{0}, X_{1}\right) \\
& \quad:=\inf \left\{\left\|x_{0}\right\|_{X_{0}}+t\left\|x_{1}\right\|_{X_{1}} \mid x=x_{0}+x_{1}, x_{0} \in X_{0}, x_{1} \in X_{1}\right\} \quad(t \geqslant 0) .
\end{aligned}
$$

Lemma 3.5. Let $1<p \leqslant 2 \leqslant q<\infty$ with $1=1 / p+1 / q, S=S_{2}$ if $p=2$, and $S=S_{p, \infty}$ if $1<p<2$. Then there is a constant $c>0$, depending on $p$ only, such that

$$
\left\|\left(f_{k}\right)_{k=0}^{N}\right\|_{B M O_{\psi_{q}}} \leqslant c\|S f\|_{L_{\infty}} \quad \text { for } f \in \mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right) .
$$

Proof. According to a result of Hitczenko [16] (Theorem 4.1), for $\lambda>0$ and $f=\left(d_{k}\right)_{k=0}^{N} \in \mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$ we have

$$
\begin{equation*}
\boldsymbol{P}\left(\left|\sum_{k=1}^{N} d_{k}\right|>c\left\|K\left(\left(d_{k}\right)_{k=1}^{N}, \lambda ; l_{1}^{N}, l_{2}^{N}\right)\right\|_{L_{\infty}}\right) \leqslant 2 \exp \left\{-\frac{\lambda^{2}}{c}\right\} \tag{6}
\end{equation*}
$$

where $c>0$ is an absolute constant. Hitczenko proved this inequality for a transform $\left(v_{k} \varepsilon_{k}\right)_{k=1}^{N}$ of a Rademacher sequence $\left(\varepsilon_{k}\right)_{k=1}^{N}$ by some predictable sequence $\left(v_{k}\right)_{k=1}^{N}$. If we consider $\left(d_{k}\right)_{k=0}^{N} \in \mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$, then $d_{k}=\left|d_{k}\right| \operatorname{sgn} d_{k}$, where $\operatorname{sgn} d_{k}(\omega):=d_{k}(\omega) /\left|d_{k}(\omega)\right|$ if $d_{k}(\omega) \neq 0$ and $\operatorname{sgn} d_{k}(\omega):=0$ if $d_{k}(\omega)=0$. Since $\left(\operatorname{sgn} d_{k}\right)_{k=0}^{N} \in \mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$ and $\left(\left|d_{k}\right|\right)_{k=1}^{N}$ is predictable, we replace $\varepsilon_{k}$ by sgn $d_{k}$, and $v_{k}$ by $\left|d_{k}\right|$. Now looking at Hitczenko's proof we realize that this proof works as well without any changes. In particular, we can also use for a predictable sequence $\left(w_{k}\right)_{k=1}^{N}$ the inequality

$$
\boldsymbol{P}\left(\left|\sum_{k=1}^{N} w_{k} \operatorname{sgn} d_{k}\right|>\lambda\left\|S_{2} g\right\|_{L_{\infty}}\right) \leqslant 2 \exp \left\{-\frac{\lambda^{2}}{2}\right\}
$$

which follows from [10] or [15] (Lemma 4.3) and an approximation argument with respect to the $w_{k}$. It is known that there is an absolute constant $c_{q}>0$, depending on $q$ only, such that

$$
\begin{equation*}
K\left(x, \lambda^{q / 2} ; l_{1}^{N}, l_{2}^{N}\right) \leqslant \lambda c_{q}\|x\|_{\delta_{P}^{N}} \quad \text { for } \lambda \geqslant 0 \tag{7}
\end{equation*}
$$

where $\mathscr{E}_{p}^{N}:=l_{2}^{N}$ if $p=2$ and $\mathscr{E}_{p}^{N}:=l_{p, \infty}^{N}$ if $1<p<2$. Inequalities (6) and (7) imply, for $\lambda \geqslant 0$ and $f=\left(d_{k}\right)_{k=0}^{N} \in \mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$,

$$
\boldsymbol{P}\left(\left|\sum_{k=1}^{N} d_{k}\right|>\lambda c_{q} c\|S f\|_{L_{\infty}}\right) \leqslant 2 \exp \left\{-\frac{\lambda^{q}}{c}\right\} .
$$

Considering $0 \leqslant k \leqslant l \leqslant N$ and $C \in \mathscr{F}_{k}$ with $P(C)>0$ we obtain

$$
\left|\sum_{i=k}^{l} d_{i}\right|_{M_{\psi_{q}}\left(C, P_{c}\right)} \leqslant c_{q}^{\prime}\left[\left.\left.\right|_{i=k+1} ^{l} d_{i}\right|_{M_{\psi_{q}}\left(C, P_{c}\right)}+\|S f\|_{L_{\infty}}\right] \leqslant c_{q}^{\prime \prime}\|S f\|_{L_{\infty}} .
$$

Corollary 3.6. Let $1<p \leqslant 2 \leqslant q<\infty$ with $1=1 / p+1 / q, S=S_{2}$ if $p=2$, and $S=S_{p, \infty}$ if $1<p<2$. Then there is a constant $c>0$, depending on $p$ only, such that for $T \in \Pi_{\Phi_{q}}(X, Y), f \in \mathscr{P}^{X}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$, and $1 \leqslant r<\infty$

$$
\left\|T^{*} f\right\|_{L_{r}} \leqslant c \sqrt[q]{r} \pi_{\Phi_{q}}(T)\left\|S^{w} f\right\|_{L_{r}}
$$

Proof. We take $E=\mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$ and use Theorem 3.2 and Lemma 3.5. -
Corolláry 3.7. Let $1<p \leqslant 2 \leqslant q<\infty$ be such that $1=1 / p+1 / q$, $T \in \Pi_{\Phi_{q}}(X, Y)$, and $f=\left(d_{k}\right)_{k=0}^{N} \in \mathscr{P}^{X}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$. Then, for some $c>0$, depending on $p$ only,

$$
\begin{equation*}
\left\|T^{*} f\right\|_{L_{p}} \leqslant c \pi_{\Phi_{q}}(T)\left(\int_{\Omega} \sum_{k=1}^{N}\left\|d_{k}\right\|_{X}^{p} d P\right)^{1 / p} . \tag{8}
\end{equation*}
$$

Proof. Use Corollary 3.6 and $S^{w} f \leqslant\left(\sum_{k=1}^{N}\left\|d_{k}\right\|_{X}^{p}\right)^{1 / p}$.
Remark 3.8. (1) Pisier has shown in [29] that for $T=I_{X}$ inequality (8) is equivalent to a renorming of the Banach space $X$ such that the modulus of smoothness is of power type $p$. The same arguments apply in the operator case (see e.g. the forthcoming book [28]), so that Corollary 3.7 implies smoothness properties of the absolutely $\Phi_{q}$-summing operators.
(2) Inequality (8) fails to be true for the absolutely $\Phi_{r}$-summing operators whenever $2 \leqslant q<r<\infty$. In fact, for the embedding

$$
I_{r}: C[0,1) \rightarrow L_{\Phi_{r}}[0,1) \in \Pi_{\Phi_{r}}
$$

inequality (8) would imply type $p$, which means

$$
\int_{M}\left\|\sum_{k=1}^{N} \varepsilon_{k} x_{k}\right\|_{L_{\Phi}[0,1)}^{p} d \mu \leqslant c^{p} \sum_{k=1}^{N}\left\|x_{k}\right\|_{C[0,1)}^{p}
$$

for all $x_{1}, \ldots, x_{N} \in C[0,1)$ and independent Rademacher variables $\varepsilon_{1}, \ldots, \varepsilon_{N}$. Approximating $r_{k}(t)=\sum_{l=2^{k-1}}^{2^{k}-1} h_{l}(t) \in L_{1}[0,1)$ by $x_{k} \in C[0,1)$ in an appropriate way we obtain a contradiction to the type $p$ property of $I_{r}$.

Corollary 3.9. For $T \in \Pi_{\Phi_{2}}(X, Y)$ and $f=\left(d_{k}\right)_{k=0}^{N} \in \mathscr{P}^{X}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$ we have

$$
\left\|T^{*} f\right\|_{L_{2}} \leqslant c \pi_{\Phi_{2}}(T)\left\|\sum_{k=1}^{N} \varepsilon_{k} d_{k}\right\|_{L_{2}^{x}(M \times \Omega)}
$$

where $\varepsilon_{1}, \ldots, \varepsilon_{N}$ are independent Rademacher variables and $c>0$ is an absolute constant.

Proof. Use Corollary 3.6 and $S_{2}^{w} f \leqslant\left\|\sum_{k=1}^{N} \varepsilon_{k} d_{k}\right\|_{L_{2}^{X}(M, \mu)}$. .

Note that we have only used that the Rademacher variables form an orthonormal system. To explain another application let us consider for $t \geqslant 1$ and $2 \leqslant q<\infty$ the weight $w_{i}^{q}:[0,1] \rightarrow[0,1]$,

$$
w_{t}^{q}(s):= \begin{cases}\frac{1}{\sqrt[q]{1+\log (s t)}} & \text { for } 1 / t \leqslant s \leqslant 1 \\ 1 & \text { for } 0<s<1 / t\end{cases}
$$

so that

$$
\frac{1}{\sqrt[q]{1+\log t}} \leqslant w_{t}^{q} \leqslant 1
$$

and for $1 \leqslant r<\infty$ and $h \in L_{r}(\Omega, \mathscr{F}, \boldsymbol{P})$ the weighted $K$-functional $K^{w^{q}}\left(h, t ; L_{\infty}, L_{r}\right):=K\left(w_{i}^{q}(s) h(\omega), t ; L_{\infty}\left(\Omega^{\prime}\right), L_{r}\left(\Omega^{\prime}\right)\right) \quad$ with $\quad \Omega^{\prime}=[0,1] \times \Omega$. The next corollary is contained and motivated for $p=2$ in [13].

Corollary 3.10. Let $1<p<2<q<\infty$ with $1=1 / p+1 / q$ and $f \in \mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$. Then

$$
K^{w_{t}^{q}}\left(f^{*}, t^{1 / r} ; L_{\infty}, L_{r}\right) \leqslant c \sqrt[q]{r} K\left(S_{p, \infty} f, t^{1 / r} ; L_{\infty}, L_{r}\right)
$$

for $t \geqslant 1$ and $1 \leqslant r<\infty$, where $c>0$ depends on $p$ only.
Proof. We can easily see that it is enough to prove the statement for $t \in\{1,2, \ldots\}$. Consider

$$
\left[\Omega^{t}, \mathscr{F}^{t}, \mathbb{P}^{t}\right]:=\times_{1}^{t}[\Omega, \mathscr{F}, \mathbb{P}]
$$

and the product filtration

$$
\left(\mathscr{F}_{k}^{t}\right)_{k=0}^{N}:=\left(\times_{1}^{t} \mathscr{F}_{k}\right)_{k=0}^{N} .
$$

Fix $f=\left(d_{k}\right)_{k=0}^{N} \in \mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$ and let $f^{j}:=\left(d_{k}^{j}\right)_{k=0}^{N} \in \mathscr{P}\left(\left(\mathscr{F}_{k}^{t}\right)_{k=0}^{N}\right)$ be given by

$$
d_{k}\left(\omega_{1}, \ldots, \omega_{t}\right):=d_{k}\left(\omega_{j}\right)
$$

Then [13] (Theorem 1.8 and the proof of Theorem 1.7) gives

$$
K^{w q}\left(f^{*}, t^{1 / r} ; L_{\infty}, L_{r}\right) \sim_{c}\left\|\sup _{1 \leqslant j \leqslant t} \frac{f^{*}\left(\omega_{j}\right)}{\sqrt[q]{1+\log j}}\right\|_{L_{r}\left(\Omega^{t}\right)} \sim_{c}\left\|\sup _{1 \leqslant j \leqslant t} \frac{f^{*}\left(\omega_{j}\right)}{\sqrt[q]{\log (j+1)}}\right\|_{L_{r}\left(\Omega^{t}\right)},
$$

where $c>0$ depends on $q$ only. Now Theorem $3.2\left(X=l_{\infty}^{t},\left(a_{i}\right)_{i=1}^{t}\right.$ is the unit vector basis of $l_{1}$ ), Lemma 3.5, Corollary 1.4, and once more [13] (Theorem 1.8) yield

$$
\begin{aligned}
\left\|\sup _{1 \leqslant j \leqslant t} \frac{f^{*}\left(\omega_{j}\right)}{\sqrt[q]{\log (j+1)}}\right\|_{L_{r}\left(\Omega^{t}\right)} & \leqslant c_{(3.2)} \sqrt[q]{r} \pi_{\Phi_{q}}\left(D_{q}\right) c_{(3.5)}^{(q)}\left\|\sup _{1 \leqslant j \leqslant t} S_{p, \infty} f^{j}\right\|_{L_{r}\left(\Omega^{t}\right)} \\
& \leqslant c_{(3.2)} \sqrt[q]{r} \pi_{\Phi_{q}}\left(D_{q}\right) c_{(3.5)}^{(q)} K\left(S_{p, \infty} f, t^{1 / r} ; L_{\infty}, L_{r}\right)
\end{aligned}
$$

where we have used the notation of Corollary 1.4.

For $T \in \mathscr{L}\left(l_{2}^{n}, Y\right)$ we set $l(T):=\left\|\sum_{i=1}^{n} g_{i} T v_{i}\right\|_{L_{1}^{Y}}$, where $\left(v_{i}\right)_{i=1}^{n}$ is the unit vector basis of $l_{2}^{n}$. From Talagrand's majorizing measure theorem it should be folklore that $\pi_{\Phi_{2}}(\cdot) \sim l(\cdot)$. Now we easily extend this equivalence to

Corollary 3.11. For some absolute $c>0$ we have, for all $T \in \mathscr{L}\left(l_{2}^{n}, Y\right)$ ( $n=1,2, \ldots$ ),

$$
\pi_{\Phi_{2}}(T) \sim_{c} l(T) \sim_{c} \sup \left\{\left\|T^{*} f\right\|_{L_{2}} \mid\left\|S_{2}^{w} f\right\|_{L_{2}}=1, f \in \mathscr{P}^{l^{n}}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)\right\} .
$$

Proof. Let us denote the last item in the assertion by $\sigma(T)$. The estimate $\sigma(T) \leqslant c \pi_{\Phi_{2}}(T)$ follows from Corollary 3.6. To get $l(T) \leqslant \sigma(T)$ take $x_{1}, \ldots, x_{N} \in l_{2}^{n}$, and martingale differences $d_{k}:=\varepsilon_{k} x_{k}$, where $\varepsilon_{k}$ are independent Rademacher variables. We obtain

$$
\begin{equation*}
\left\|\sum_{k=1}^{N} \varepsilon_{k} T x_{k}\right\|_{L_{2}^{Y}} \leqslant \sigma(T) \sup _{a \in B_{2}^{n}}\left(\sum_{k=1}^{N}\left|\left\langle x_{k}, a\right\rangle\right|^{2}\right)^{1 / 2} . \tag{9}
\end{equation*}
$$

By the consideration of blocks $s^{-1 / 2}\left(\varepsilon_{(k-1) s+1}+\ldots+\varepsilon_{k s}\right) x_{k}$ in the above inequality and by letting $s \rightarrow \infty$ the central limit theorem (cf. [31], p. 90) implies that we can replace in (9) the Rademacher variables by independent standard Gaussian variables so that $l(T) \leqslant \sigma(T)$. To deduce $\pi_{\Phi_{2}}(T) \leqslant c l(T)$ we can assume that $Y=l_{\infty}$. It is known that the majorizing measure theorem for Gaussian variables [30] ([23], Theorem 12.10) implies the existence of $\left\|u_{t}\right\|_{n_{2}} \leqslant 1$ ( $t=1,2, \ldots$ ) such that

$$
\|T a\| \leqslant c l(T) \sup _{t=1,2, \ldots} \frac{\left|\left\langle a, u_{t}\right\rangle\right|}{\sqrt{\log (t+1)}} \quad \text { for } a \in l_{2}^{n}
$$

where $c>0$ is an absolute constant (cf. the arguments of the proof of Lemma 3.3 in [14]). Hence we can conclude with Corollary 1.4 in the case $p=2$.

Finally, for UMD-transforms ( ${ }^{2}$ ), from Corollary 3.3 we get
Corollary 3.12. For $T \in \Pi_{\Phi}(X, Y)$ with $\Phi(\lambda)=e^{\lambda}-1,\left(x_{k}\right)_{k=1}^{N} \subset X$, and $\theta_{k}= \pm 1$ we have

$$
\left\|\sum_{k=1}^{N} h_{k} T x_{k}\right\|_{L_{2}^{Y}[0,1)} \leqslant c \pi_{\Phi}(T)\left\|\sum_{k=1}^{N} \theta_{k} h_{k} x_{k}\right\|_{L_{2}^{X}[0,1)},
$$

where $c>0$ is an absolute constant.
Proof. Consider $E:=\mathscr{P}\left(\left(\mathscr{F}_{k}^{h}\right)_{k=0}^{N}\right)$ and the operator $S: E \rightarrow L_{0}^{+}[0,1)$ given by

$$
S\left(\left(d_{k}\right)_{k=0}^{N}\right):=\sup _{0 \leqslant k<N}\left[\left|\sum_{l=0}^{k} \theta_{l} d_{l}\right|+\left|d_{k+1}\right|\right] .
$$

[^0]The pair ( $E, S$ ) satisfies condition (A). For $f=\left(d_{k}\right)_{k=0}^{N} \in E, 0 \leqslant k \leqslant l \leqslant N$, $C \in \mathscr{F}_{k}^{h}$ of positive measure, and the Lebesgue measure $\lambda$ we get (we can assume that $\|S f\|_{\infty}>0$ )

$$
\begin{aligned}
\lambda_{c}\left(\left|\sum_{i=k}^{l} d_{i}\right|>8\|S f\|_{\infty}\right) & \leqslant \frac{1}{8\|S f\|_{\infty}}\left\|\sum_{i=k}^{l} d_{i}\right\|_{L_{2}\left(C, \lambda_{C}\right)} \\
& =\frac{1}{8\|S f\|_{\infty}}\left\|\sum_{i=k}^{l} \theta_{i} d_{i}\right\|_{L_{2}\left(C, \lambda_{C}\right)} \leqslant \frac{1}{4} .
\end{aligned}
$$

Hence Corollary 3.3 applies for $s=1 / 4$ so that for $F=\left(D_{k}\right)_{k=0}^{N} \in E^{X}$ with a. norming sequence $\left(a_{i}\right)_{i=1}^{\infty}$ we obtain

$$
\begin{aligned}
\left\|T^{*} F\right\|_{L_{2}} & \leqslant 8 c_{(3.3)} \pi_{\Phi}(T)\left\|\sup _{i=1,2, \ldots} S\left(\left\langle F, a_{i}\right\rangle\right)\right\|_{L_{2}} \\
& \leqslant 24 c_{(3.3)} \pi_{\Phi}(T)\left\|\sup _{1 \leqslant k \leqslant N}\right\| \sum_{l=1}^{k} \theta_{l} D_{l}\left\|_{X}\right\|_{L_{2}} \\
& \leqslant 48 c_{(3.3)} \pi_{\Phi}(T)\left\|\sum_{k=1}^{N} \theta_{k} D_{k}\right\|_{L_{2}^{X}},
\end{aligned}
$$

where we have used Doob's maximal inequality.
4. The contraction principle and Gaussian variables. For a symmetric random vector $\left(d_{1}, \ldots, d_{n}\right)$, where $d_{1}, \ldots, d_{n} \in L_{2}(\Omega, \mathscr{F}, \boldsymbol{P})$, a Banach space $X$, and $x_{1}, \ldots, x_{n} \in X$, the contraction principle states that

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} d_{i} x_{i}\right\|_{L_{2}^{x}} \leqslant\left\|\sup _{1 \leqslant i \leqslant n}\left|d_{i}\right|\right\|_{L_{2}}\left\|\sum_{i=1}^{n} \varepsilon_{i} x_{i}\right\|_{L_{2}^{x}} . \tag{10}
\end{equation*}
$$

For basic information the reader is referred to [21], [17] and [18]. As we will see in Theorem 5.1 inequality (10) remains true with some additional multiplicative constant if $\left(d_{i}\right)_{i=1}^{n}$ is a martingale difference sequence. Now we ask for a similar inequality for the Gaussian variables instead of the Rademacher variables. Since

$$
\left\|\sum_{i} \varepsilon_{i} x_{i}\right\|_{L_{2}^{x}} \leqslant \sqrt{\pi / 2}\left\|\sum_{i} g_{i} x_{i}\right\|_{L^{\frac{x}{2}}}
$$

for independent standard Gaussian variables $g_{1}, \ldots, g_{n}$, from Theorem 5.1 for a martingale difference sequence $\left(d_{i}\right)_{i=1}^{n}$ we also get

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} d_{i} x_{i}\right\|_{L_{2}^{X}} \leqslant c\left\|\sup _{1 \leqslant i \leqslant n} \mid d_{i}\right\|\left\|_{L_{2}}\right\| \sum_{i=1}^{n} g_{i} x_{i} \|_{L_{2}^{X}} . \tag{11}
\end{equation*}
$$

Analyzing (11) we observe that $\left\|\sup _{1 \leqslant i \leqslant n} \mid d_{i}\right\|_{L_{2}}$ is far from being an optimal factor since for $d_{i}=g_{i}$

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} g_{i} x_{i}\right\|_{L_{2}^{x}} \leqslant c\left\|\sup _{1 \leqslant i \leqslant n} \mid g_{i}\right\|_{L_{2}}\left\|\sum_{i=1}^{n} g_{i} x_{i}\right\|_{L_{2}^{x}} \sim \sqrt{\log (n+1)}\left\|\sum_{i=1}^{n} g_{i} x_{i}\right\|_{L_{2}^{x}} . \tag{12}
\end{equation*}
$$

In Corollary 4.2 we remove this defect in (12). The corollary will follow from

Theorem 4.1. Let $g_{1}, \ldots, g_{n}$ be independent standard Gaussian random variables, $X$ be a Banach space, and $x_{1}, \ldots, x_{n} \in X$. If $\left(v_{i}\right)_{i=1}^{n}$ is the unit vector basis of $l_{2}^{n}$ and if we have $\left(d_{k}^{i}\right)_{k=0}^{N} \subset L_{1}(\Omega, \mathscr{F}, \mathbb{P})$ such that

$$
f=\left(\sum_{i=1}^{n} d_{k}^{i} v_{i}\right)_{k=0}^{N} \in \mathscr{P}^{l_{2}^{n}}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right),
$$

then for $1 \leqslant r<\infty$

$$
\left(E \sup _{1 \leqslant k \leqslant N}\left\|\sum_{i=1}^{n}\left(\sum_{l=1}^{k} d_{l}^{i}\right) x_{i}\right\|_{X}^{r}\right)^{1 / r} \leqslant c \sqrt{r}\| \| A\left\|_{\mathscr{L}\left(l_{2}^{n}, l_{2}^{N}\right)}\right\|\left\|_{L_{r}}\right\| \sum_{i=1}^{n} g_{i} x_{i} \|_{L_{1}^{X}},
$$

where $A \cdot(\omega):=\left(\dot{d}_{k}^{i}(\omega)\right)_{i=1, k=1}^{n, N}$ and $c>0$ is an absolute constant.
Proof. We have to combine Corollary 3.11 for the operator $T \in \mathscr{L}\left(l_{2}^{n}, X\right)$ defined by $T v_{i}:=x_{i}$ with $S_{2}^{w} f=\|A\|_{\mathscr{L}\left(l_{2}^{n}, L_{2}^{N}\right)}$.

To discuss some special cases we use the following. If $\left(V_{i}\right)_{i=1}^{L} \subset l_{2}^{n}$ and $\left(y_{i} j_{i=1}^{L} \subset l_{2}^{N}\right.$ are vectors having pairwise disjoint supports, respectively, and if $T=\sum_{i=1}^{L} V_{i} \otimes y_{i} \in \mathscr{L}\left(l_{2}^{n}, l_{2}^{N}\right)$ is given by $T x:=\sum_{i=1}^{L}\left\langle x, V_{i}\right\rangle y_{i}$, then

$$
\begin{equation*}
\left\|\sum_{i=1}^{L} V_{i} \otimes y_{i}\right\|_{\mathscr{L _ { ( l ^ { n } , L _ { 2 } ^ { N } ) }}}=\sup _{1 \leqslant i \leqslant L}\left\|V_{i}\right\|_{l_{2}^{n}}\left\|y_{i}\right\|_{l_{2}^{N}} . \tag{13}
\end{equation*}
$$

Moreover, for an adapted sequence $f=\left(d_{k}\right)_{k=0}^{N} \subset L_{0}(\Omega, \mathscr{F}, \boldsymbol{P})$ and stopping times $\sigma, \tau$ we write

$$
{ }^{\sigma} \Delta^{\tau} f:=\sum_{\sigma<k \leqslant \tau} d_{k} .
$$

Corollary 4.2. Let $g_{1}, \ldots, g_{n}$ be independent standard Gaussian random variables. Then for all Banach spaces $X, x_{1}, \ldots, x_{n} \in X, f=\left(d_{k}\right)_{k=0}^{N} \in \mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$, all sequences of stopping times $0=\tau_{0} \leqslant \tau_{1} \leqslant \ldots \leqslant \tau_{n}=N$, and $1 \leqslant r<\infty$, we have

$$
\begin{align*}
& \left(E \sup _{1 \leqslant k \leqslant N} \| \sum_{i=1}^{n}\left[\left[^{\tau_{i}-1} \Delta^{\tau_{i} \wedge k} f\right] x_{i} \|_{X}^{r}\right)^{1 / r}\right.  \tag{14}\\
& \left.\leqslant c \sqrt{r} \| \sup _{1 \leqslant i \leqslant n} S_{2}{ }^{\left(\tau_{i-1}\right.} f^{\tau_{i}}\right)\left\|L_{L_{r}}\right\| \sum_{i=1}^{n} g_{i} x_{i} \|_{L_{1}^{X}},
\end{align*}
$$

where $c>0$ is an absolute constant.
Proof. The matrix $A(\omega)$ of Theorem 4.1 can be written as

$$
A(\omega)=\sum_{i=1}^{n} v_{i}(\omega) \otimes y_{i}(\omega)
$$

where $y_{i}=\left(0, \ldots, 0, d_{\tau_{i-1}+1}, \ldots, d_{\tau_{i}}, 0, \ldots, 0\right)$ and $d_{\tau_{i-1}+1}$ is the $\left(\tau_{i-1}+1\right)$-st coordinate and where $\left(v_{i}\right)_{i=1}^{n}$ is the unit vector basis of $l_{2}^{n}$. Moreover, the martingale difference sequence generated by $\left.\sum_{i=1}^{n}{ }^{\tau_{i-1}} \Delta^{\tau_{i}} f\right] v_{i}$ belongs clearly to $\mathscr{P}^{l^{n}}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$.

If we approximate the Gaussian variables by

$$
g_{i}^{M}:=\frac{1}{\sqrt{M}}\left(\varepsilon_{(i-1) M+1}+\ldots+\varepsilon_{i M}\right)
$$

then, by using the central limit theorem (see [31], p. 90), (14) turns into the Khintchine-Kahane inequality for the Gaussian variables:

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} g_{i} x_{i}\right\|_{L_{r}^{X}}=\lim _{M \rightarrow \infty}\left\|\sum_{i=1}^{n} g_{i}^{M} x_{i}\right\|_{L_{r}^{X}} \leqslant c \sqrt{r}\left\|\sum_{i=1}^{n} g_{i} x_{i}\right\|_{L_{1}^{X}} \tag{15}
\end{equation*}
$$

Consequently, a defect like in (12) does not appear. In this sense, $\left.\| \sup _{1 \leqslant i \leqslant n}^{-} S_{2}{ }^{\tau_{i-1}} f^{\tau_{i}}\right) \|_{L_{r}}$ is an optimal factor in (14). The argument for inequality (15) shows more. We cannot replace in (14) the Gaussian variables by the Rademacher variables. If this were possible, then (14) and again the central limit theorem would imply

$$
\left\|\sum_{i=1}^{n} g_{i} x_{i}\right\|_{L_{2}^{x}} \leqslant c \sqrt{2}\left\|\sum_{i=1}^{n} \varepsilon_{i} x_{i}\right\|_{L_{2}^{x}}
$$

which uniformly in $n$ holds for Banach spaces of finite cotype only (see [26]). Considering $X=\boldsymbol{R}$ and $n=1$ in (14) gives the following Burkholder-DavisGundy type inequality:

$$
\left\|f^{*}\right\|_{L_{r}} \leqslant c \sqrt{r}\left\|g_{1}\right\|_{L_{1}}\left\|S_{2} f\right\|_{L_{r}} \quad \text { for } f \in \mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k_{k}=0}^{N}\right)
$$

(see [10], [4], [15], and [32]). Another consequence of Theorem 4.1 is
Corollary 4.3. Let $\left(g_{i j}\right)_{1 \leqslant i<j \leqslant n}$ be independent standard Gaussian random variables, $f=\left(d_{k}\right)_{k=0}^{N} \in \mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$, and $0=\tau_{0} \leqslant \tau_{1} \leqslant \ldots \leqslant \tau_{n}=N$ be a sequence of stopping times. Then for all Banach spaces $X$, all $\left(x_{i j}\right)_{1 \leqslant i<j \leqslant n} \subset X$, and all $1 \leqslant r<\infty$ we have

$$
\begin{aligned}
& \left\|\sum_{1 \leqslant i<j \leqslant n}\left[{ }^{\tau_{i}-1} \Delta^{\tau_{i}} f\right]\left[{ }^{\tau_{j}-1} \Delta^{\tau_{j}} f\right] x_{i j}\right\|_{L_{r}^{x}} \\
& \quad \leqslant c \sqrt{r}\left\|_{2 \leqslant i \leqslant n}\left(\left.\left.\sum_{l=1}^{i-1}\right|^{\tau_{l}-1} \Delta^{\tau_{l}} f\right|^{2}\right)^{1 / 2} S_{2}\left({ }^{\tau_{i}-1} f^{\tau_{i}}\right)\right\|_{L_{r}}\left\|_{1 \leqslant i<j \leqslant n} \sum_{i j} x_{i j}\right\|_{L_{1}^{x}},
\end{aligned}
$$

where $c>0$ is an absolute constant.
Proof. Define random vectors $V_{2}, \ldots, V_{n} \in l_{2}^{n(n-1) / 2}$ by

$$
V_{i}:=\left(0, \ldots, 0,{ }^{\tau_{0}} \Delta^{\tau_{1}} f, \ldots,,_{i}^{\tau_{i}-2} \Delta^{\tau_{i}-1} f, 0, \ldots, 0\right)
$$

where ${ }^{\tau_{0}} \Delta^{\tau_{1}} f$ is the $(1+[1+\ldots+(i-2)])$-nd coordinate, and determine random vectors $y_{2}, \ldots, y_{n} \in l_{2}^{N}$ by

$$
y_{i}:=\left(0, \ldots, 0, d_{\tau_{i-1}+1}, \ldots, d_{\tau_{i}}, 0, \ldots, 0\right)
$$

where $d_{\tau_{i-1}+1}$ is the $\left(\tau_{i-1}+1\right)$-st coordinate. If we arrange the elements $\left(x_{i j}\right)_{1 \leqslant i<j \leqslant n}$ in the linear order $x_{12}, x_{13}, x_{23}, \ldots, x_{1 n}, \ldots, x_{n-1, n}$, then the
matrix $A(\omega)$ from Theorem 4.1 takes the form $A(\omega)=\sum_{i=2}^{n} V_{i}(\omega) \otimes y_{i}(\omega)$. Again, we can easily check that the martingale difference sequence generated by

$$
\sum_{1 \leqslant i<j \leqslant n}\left[\tau^{\tau_{i}-1} \Delta^{\tau_{i}} f\right]\left[{ }^{\tau_{j-1}} \Delta^{\tau_{j}} f\right] v_{i j}
$$

where $\left(v_{i j}\right)_{i<j}$ is the unit vector basis of $l_{2}^{n(n-1) / 2}$ arranged for example in the linear order of the $x_{i j}$, belongs to $\mathscr{P}^{n_{2}^{(n-1) / 2}}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$. Hence we can apply Theorem 4.1 and (13).

Finally, let us mention the classical setting behind Corollary 4.3.
Corolláry 4.4. Let $X$ be a Banach space and $\left(x_{i j}\right)_{1 \leqslant i<j \leqslant n} \subset X$. Then for all $1 \leqslant r<\infty$ we have

$$
\left\|\sum_{1 \leqslant i<j \leqslant n} g_{i} g_{j} x_{i j}\right\|_{L_{r}^{x}} \leqslant c r \sqrt{n}\left\|\sum_{1 \leqslant i<j \leqslant n} g_{i j} x_{i j}\right\|_{L_{1}^{X}}
$$

where $\left(g_{i}\right)_{i=1}^{n}$ and $\left(g_{i j}\right)_{1 \leqslant i<j \leqslant n}$ are mutually independent standard Gaussian variables and $c>0$ is an absolute constant.

Proof. We apply Corollary 4.3 to the sequence of independent Rademacher variables $f=\left(\varepsilon_{k} / \sqrt{s}\right)_{k=1}^{s n}$ and $\tau_{i}=i s$ such that the central limit theorem (cf. [31], p. 90) and the inequality $\left\|\left(\sum_{l=1}^{n-1}\left|g_{l}\right|^{2}\right)^{1 / 2}\right\|_{L_{r}} \leqslant c \sqrt{r} \sqrt{n-1}$ imply our assertion.

Remark 4.5. The factor $\sqrt{n}$ (for fixed $r$ ) in Corollary 4.4 is optimal up to a multiplicative factor. To see this consider $x_{i j}:=v_{i} \otimes v_{j} \in X:=\mathscr{L}\left(l_{2}^{n}, l_{2}^{n}\right)$, where $\left(v_{i}\right)_{i=1}^{n}$ is the standard basis of $l_{2}^{n}$. Then, on the one hand, we obtain

$$
\begin{aligned}
2\left\|\sum_{1 \leqslant i<j \leqslant n} g_{i} g_{j} v_{i} \otimes v_{j}\right\|_{L_{1}^{x}} & \geqslant\left\|\sum_{i, j=1}^{n} g_{i} g_{j} v_{i} \otimes v_{j}-\sum_{i=1}^{n} g_{i}^{2} v_{i} \otimes v_{i}\right\|_{L_{1}^{x}} \\
& \geqslant\| \| \sum_{i=1}^{n} g_{i} v_{i}\left\|_{\|_{2}^{n}}^{2}\right\|_{L_{1}}-\left\|\sup _{1 \leqslant i \leqslant n}\left|g_{i}\right|^{2}\right\|_{L_{1}}
\end{aligned}
$$

Since $E \sum_{i=1}^{n}\left|g_{i}\right|^{2}=n$ and $\left\|s u_{1 \leqslant i \leqslant n}\left|g_{i}\right|^{2}\right\|_{L_{1}} \leqslant c_{1}(1+\log n)$ we continue to

$$
\left\|\sum_{1 \leqslant i<j \leqslant n} g_{i} g_{j} v_{i} \otimes v_{j}\right\|_{L_{1}^{X}} \geqslant c_{2} n,
$$

where $c_{2}>0$ is an absolute constant. On the other hand, we have according to Chevet's inequality [11] (or [23], Theorem 3.20)

$$
\left\|\sum_{1 \leqslant i<j \leqslant n} g_{i j} v_{i} \otimes v_{j}\right\|_{L_{1}^{X}} \leqslant\left\|\sum_{i, j=1}^{n} g_{i j} v_{i} \otimes v_{j}\right\|_{L_{1}^{X}} \leqslant c_{3} \sqrt{n} .
$$

5. The contraction principle and Rademacher variables. In this last section we prove a version of Corollary 4.2 for the Rademacher variables.

Theorem 5.1. Let $\left(d_{k}\right)_{k=0}^{N} \subset L_{1}(\Omega, \mathscr{F}, \mathbb{P})$ be a martingale difference sequence with respect to $\left(\mathscr{F}_{k}\right)_{k=0}^{N}$. Then for all Banach spaces $X$, all $x_{1}, \ldots, x_{N} \in X$, and all $1 \leqslant r<\infty$ we have

$$
\left(E \sup _{1 \leqslant k \leqslant N}\left\|\sum_{l=1}^{k} d_{l} x_{l}\right\|_{X}^{r}\right)^{1 / r} \leqslant c r\left\|\sup _{1 \leqslant k \leqslant N}\left|d_{k}\right|\right\|_{L_{r}}\left\|\sum_{k=1}^{N} \varepsilon_{k} x_{k}\right\|_{L_{1}^{X}},
$$

where $\varepsilon_{1}, \ldots, \varepsilon_{N}$ is a sequence of independent Rademacher variables and $c>0$ is an absolute constant.

For the proof the following direct consequence of [22] (Theorem 5.1.2) is needed:

Lemma 5.2. Let $X$ be a Banach space, $x_{1}, \ldots, x_{N} \in X$, and $\left(d_{k}\right)_{k=1}^{N} \subset$ $L_{1}(\Omega, \mathscr{F}, P)$ be a martingale difference sequence with respect to $\left(\mathscr{G}_{k}\right)_{k=1}^{N}$. Then for independent Rademacher variables $\varepsilon_{1}, \ldots, \varepsilon_{N}$ we have

$$
E\left\|\sum_{k=1}^{N} d_{k} x_{k}\right\| \leqslant \sup _{1 \leqslant k \leqslant N}\left\|d_{k}\right\|_{L_{\infty}} E\left\|\sum_{k=1}^{N} \varepsilon_{k} x_{k}\right\| .
$$

Proof of Theorem 5.1. We can assume that $d_{0}=0$. First we apply the Davis decomposition ([12]; see also [5], Chapter III) to $\left(d_{k}\right)_{k=0}^{N}$ and obtain martingale difference sequences $\left(a_{k}\right)_{k=0}^{N}$ and $\left(b_{k}\right)_{k=0}^{N}$ with respect to the same filtration satisfying $a_{0}=b_{0}=0$,
(1) $d_{k}=a_{k}+b_{k}$ a.s. for $k=1, \ldots, N$,
(2) $\left|a_{k}\right| \leqslant 4 d_{k-1}^{*}$ a.s. for $k=1, \ldots, N$,
(3) $\sum_{k=1}^{N}\left|b_{k}\right| \leqslant \sum_{k=1}^{N}\left|z_{k}\right|+\sum_{k=1}^{N} E\left(\left|z_{k}\right| \mid \mathscr{F}_{k-1}\right)$ a.S., where $z_{k}:=d_{k} \chi_{\left\{\left|d_{k}\right|>2 d d_{k}^{*}-1\right\}}$,
(4) $\sum_{k=1}^{N}\left|z_{k}\right| \leqslant 2 d_{N}^{*}$ a.s.,
where we make use of the notation $d_{k}^{*}:=\sup _{0 \leqslant l \leqslant k}\left|d_{l}\right|$. We get

$$
\begin{align*}
\left(E \sup _{1 \leqslant k \leqslant N}\left\|\sum_{l=1}^{k} d_{l} x_{l}\right\|_{X}^{r}\right)^{1 / r} \leqslant & \left(E \sup _{1 \leqslant k \leqslant N}\left\|\sum_{l=1}^{k} a_{l} x_{l}\right\|_{X}^{r}\right)^{1 / r}  \tag{16}\\
& +\left(E \sup _{1 \leqslant k \leqslant N}\left\|\sum_{l=1}^{k} b_{l} x_{l}\right\|_{X}^{r}\right)^{1 / r} .
\end{align*}
$$

The second term on the right-hand side can be estimated as follows:

$$
\begin{aligned}
\left(\mathbb{E} \sup _{1 \leqslant k \leqslant N} \|\right. & \left.\sum_{l=1}^{k} b_{l} x_{l} \mid \|_{X}^{r}\right)^{1 / r} \leqslant \sup _{1 \leqslant k \leqslant N}\left\|x_{k}\right\|_{X}\left\|\sum_{k=1}^{N} \mid b_{k}\right\|_{L_{r}} \\
& \leqslant \sup _{1 \leqslant k \leqslant N}\left\|x_{k}\right\|_{X}\left[\left\|\sum_{k=1}^{N}\left|z_{k}\right|\right\|_{L_{r}}+\left\|\sum_{k=1}^{N} \boldsymbol{E}\left(\left|z_{k}\right| \mid \mathscr{F}_{k-1}\right)\right\|_{L_{r}}\right] \\
& \leqslant \sup _{1 \leqslant k \leqslant N}\left\|x_{k}\right\|_{X}(1+r)\left\|\sum_{k=1}^{N} \mid z_{k}\right\|_{L_{r}} \leqslant \sup _{1 \leqslant k \leqslant N}\left\|x_{k}\right\|_{X} 2(1+r)\left\|d_{N}^{*}\right\|_{L_{r}},
\end{aligned}
$$

where we have used the convexity lemma [8] (cf. [5] (Lemma 16.1), and for the constant e.g. [25] (I.9.6.)). Let us turn to the first term on the right-hand side of (16). Define

$$
v_{k}:=4 d_{k-1}^{*} \text { for } k=1, \ldots, N, \quad v_{0}:=0
$$

and the set $E$ of sequences adapted to $\left(\mathscr{F}_{k}\right)_{k=0}^{N}$ :

$$
E:=\left\{ \pm\left(\left(a_{k}, v_{k}\right) \chi_{\{\sigma<k \leqslant \tau}\right)_{k=0}^{N} \subset L_{1}^{R \oplus \oplus_{\infty} R}(\Omega, \mathscr{F}, P) \mid \sigma, \tau \text { stopping times }\right\} .
$$

Moreover, we consider operators $A, B: E \rightarrow L_{0}^{+}(\Omega, \mathscr{F}, \mathbb{P})$ given by

$$
A\left(\left(\left(\alpha_{k}, \beta_{k}\right)\right)_{k=0}^{N}\right):=\left\|\sum_{k=1}^{N} \alpha_{k} x_{k}\right\|_{X} \quad \text { and } \quad B\left(\left(\left(\alpha_{k}, \beta_{k}\right)\right)_{k=0}^{N}\right):=\sup _{1 \leqslant k \leqslant N}\left|\beta_{k}\right| .
$$

The triple ( $E, A, B$ ) satisfies the conditions of [13] (Proposition 7.3, $C=0$ ). Now let $0 \leqslant k \leqslant l \leqslant N$ and $C \in \mathscr{F}_{k}$ with $\boldsymbol{P}(C)>0$. For $f=\left(\left(\alpha_{k}, \beta_{k}\right)\right)_{k=0}^{N} \in E$ we get

$$
\left\|A f^{l}-A f^{k-1}\right\|_{L_{1}\left(C, \boldsymbol{P}_{c}\right)} \leqslant\left\|\sum_{i=k}^{l} \alpha_{i} x_{i}\right\|_{L_{1}^{\mathrm{X}}\left(\boldsymbol{C}, \boldsymbol{P}_{C}\right)} \leqslant \sup _{k \leqslant i \leqslant l}\left\|\alpha_{i}\right\|_{L_{\infty}}\left\|\sum_{i=k}^{l} \varepsilon_{i} x_{i}\right\|_{L_{1}^{X}},
$$

where we have used Lemma 5.2. Consequently,

$$
\left\|A f^{l}-A f^{k-1}\right\|_{L_{1}\left(C, P_{c}\right)} \leqslant \sup _{k \leqslant i \leqslant l}\left\|\beta_{i}\right\|_{L_{\infty}}\left\|\sum_{i=k}^{l} \varepsilon_{i} x_{i}\right\|_{L_{1}^{x}} \leqslant\|B f\|_{L_{\infty}}\left\|\sum_{i=1}^{N} \varepsilon_{i} x_{i}\right\|_{L_{1}^{X}} .
$$

Applying [13] (Theorem 1.7) with $\psi(\lambda)=1+\log \lambda$ we obtain

$$
\left\|A^{*} f\right\|_{L_{r}} \leqslant c r\left\|\sum_{i=1}^{N} \varepsilon_{i} x_{i}\right\|_{L_{1}^{X}}\|B f\|_{L_{r}} .
$$

Summarizing the estimates of the first and second terms on the right-hand side of (16) we can conclude the proof with

$$
\begin{aligned}
& \left(E \sup _{1 \leqslant k \leqslant N}\left\|\sum_{l=1}^{k} d_{l} x_{l}\right\|_{X}^{r}\right)^{1 / r} \\
& \quad \leqslant c r\left\|_{1 \leqslant k \leqslant N}\left|v_{k}\left\|_{L_{r}}\right\| \sum_{k=1}^{N} \varepsilon_{k} x_{k}\left\|_{L_{1}^{X}}+\sup _{1 \leqslant k \leqslant N}\right\| x_{k}\left\|_{X} 2(1+r)\right\| \sup _{1 \leqslant k \leqslant N}\right| d_{k}\right\| \|_{L_{r}} \\
& \quad \leqslant[4 c r+2(1+r)]\left\|\sup _{1 \leqslant k \leqslant N} \mid d_{k}\right\|_{L_{r}}\left\|\sum_{k=1}^{N} \varepsilon_{k} x_{k}\right\|_{L_{1}^{X}} .
\end{aligned}
$$

COROLLARY 5.3. Let $f=\left(d_{k}\right)_{k=0}^{N} \subset L_{1}(\Omega, \mathscr{F}, \boldsymbol{P})$ be a martingale difference sequence, $0=t_{0}<t_{1}<\ldots<t_{n}=N$, and $\left(\alpha_{k}\right)_{k=1}^{N}$ be a sequence of positive reals such that $\sum_{k=t_{i-1}+1}^{t_{i}} \alpha_{k}^{2}=1$ for $i=1, \ldots, n$. Then for all Banach spaces $X$, $x_{1}, \ldots, x_{n} \in X$, and all $1 \leqslant r<\infty$ we have

$$
\left(E \sup _{1 \leqslant k \leqslant N}\left\|\sum_{i=1}^{n}\left[\left[^{t_{i}-1} \Delta^{t_{i} \wedge k} f\right] x_{i} \|_{X}^{r}\right)^{1 / r} \leqslant c r\right\| \sup _{1 \leqslant k \leqslant N} \frac{\left|d_{k}\right|}{\alpha_{k}}\left\|_{L_{r}}\right\| \sum_{i=1}^{n} g_{i} x_{i} \|_{L_{1}^{X}},\right.
$$

where $g_{1}, \ldots, g_{n}$ is a sequence of independent standard Gaussian variables and $c>0$ is an absolute constant.

Before proving the corollary let us note that

$$
\begin{aligned}
\sup _{1 \leqslant i \leqslant n}\left(\sum_{k=t_{i-1}+1}^{t_{i}}\left|d_{k}\right|^{2}\right)^{1 / 2} & =\sup _{1 \leqslant i \leqslant n}\left(\sum_{k=t_{i}-1+1}^{t_{i}} \frac{\left|d_{k}\right|^{2}}{\alpha_{k}^{2}} \alpha_{k}^{2}\right)^{1 / 2} \\
& \leqslant \sup _{1 \leqslant i \leqslant n}\left[\sup _{t_{i-1}<k \leqslant t_{i}} \frac{\left|d_{k}\right|}{\alpha_{k}}\right]\left(\sum_{k=t_{i-1}+1}^{t_{i}} \alpha_{k}^{2}\right)^{1 / 2}=\sup _{1 \leqslant k \leqslant N} \frac{\left|d_{k}\right|}{\alpha_{k}} .
\end{aligned}
$$

Hence Corollary 5.3 is closely related to Corollary 4.2.
Proof of Corollary 5.3. We apply Theorem 5.1 for the martingale difference sequence $\left(\left(d_{k} / \alpha_{k}\right) y_{k}\right)_{k=1}^{N}$, where $y_{k}:=\alpha_{k} x_{l}$ for $t_{l-1}<k \leqslant t_{l}$ and observe that

$$
\left\|\sum_{k=1}^{N} \varepsilon_{k} y_{k}\right\|_{L_{1}^{X}} \leqslant \sqrt{\frac{\pi}{2}}\left\|\sum_{k=1}^{N} g_{k} y_{k}\right\|_{L_{1}^{X}}=\sqrt{\frac{\pi}{2}}\left\|\sum_{l=1}^{n} g_{l} x_{l}\right\|_{L_{1}^{X}} .
$$

Remark 5.4. Assume the martingale difference sequence from Lemma 5.2 to be a Walsh-Paley martingale difference sequence $\left(d_{k}\right)_{k=0}^{N} \subset L_{1}\left(D_{N}\right)$ so that $d_{k}=\varepsilon_{k} v_{k}(1 \leqslant k \leqslant N)$ for some predictable sequence $\left(v_{k}\right)_{k=1}^{N} \subset L_{1}\left(D_{N}\right)$, where $\boldsymbol{D}_{N}=\{-1,1\}^{N}$ is the Cantor group equipped with the Haar measure and the filtration generated by the coordinates. Then $\sum_{k=1}^{N} \varepsilon_{k} x_{k} \rightarrow \sum_{k=1}^{N} d_{k} x_{k}$ turns into a UMD-transform $\sum_{k=1}^{N} D_{k} \rightarrow \sum_{k=1}^{N} v_{k} D_{k}$, where $D_{k}:=\varepsilon_{k} x_{k}$. Using this interpretation Lemma 5.2 states the following: Among all transforms $\sum_{k=1}^{N} D_{k} \rightarrow \sum_{k=1}^{N} v_{k} D_{k}$ with $\sup _{1 \leqslant k \leqslant N}\left\|v_{k}\right\|_{L_{\infty}}=1$ the deterministic transforms $v_{k}=\theta_{k}\left(\theta_{k} \in\{-1,1\}\right)$ are the extreme ones. This is closely related to a general fact about UMD-transforms, proved by Burkholder in [7] (Lemma A.1) and [6] (Lemma 2.1).

The example below shows that it is not sufficient to consider a symmetrized inequality

$$
\left(E_{\varepsilon} \int_{\Omega} \sup _{1 \leqslant k \leqslant N}\left\|\sum_{l=1}^{k} \varepsilon_{l} d_{l}(\omega) x_{l}\right\|_{X}^{r} d \boldsymbol{P}(\omega)\right)^{1 / r} \leqslant c_{r}\left\|\sup _{1 \leqslant k \leqslant N}\left|d_{k}\right|\right\|_{L_{r}}\left\|\sum_{k=1}^{N} \varepsilon_{k} x_{k}\right\|_{L_{1}^{X}}
$$

to get the assertion of Theorem 5.1.
Example 5.5. There is a constant $c>0$ such that for all $N=2^{m}-1$ $(m=1,2,3, \ldots)$ there is a Banach space $X,\left(x_{k}\right)_{k=1}^{N} \subset B_{X}$, and $\left(d_{k}\right)_{k=0}^{N} \in \mathscr{P}\left(\left(\mathscr{F}_{k}\right)_{k=0}^{N}\right)$ with
(1) $\left\|d_{k}\right\|_{L_{\infty}} \leqslant 1$,
(2) $\left\|\sum_{k=1}^{N} d_{k} x_{k}\right\|_{X}=m$ a.s.,
(3) $\left(E_{\varepsilon} \int_{\Omega}\left\|\sum_{k=1}^{N} \varepsilon_{k} d_{k}(\omega) x_{k}\right\|_{X}^{r} d P(\omega)\right)^{1 / r} \leqslant c \sqrt{r m}$ for $1 \leqslant r<\infty$,
(4) $\left\|\sum_{k=1}^{N} g_{k} x_{k}\right\|_{L_{1}^{X}} \leqslant c m$,
where $\left(\varepsilon_{k}\right)_{k=1}^{N}$ is a sequence of independent Rademacher variables. Consequently,

$$
\begin{align*}
& \frac{\sqrt{m}}{c \sqrt{r}}\left(E_{\varepsilon} \int_{\Omega}\left\|\sum_{k=1}^{N} \varepsilon_{k} d_{k}(\omega) x_{k}\right\|_{X}^{r} d P(\omega)\right)^{1 / r}  \tag{17}\\
& \\
& \leqslant\left\|\sum_{k=1}^{N} d_{k} x_{k}\right\|_{L_{r}^{X}} \sim\left\|\sup _{1 \leqslant k \leqslant N} \mid d_{k}\right\|\left\|_{L_{r}}\right\| \sum_{k=1}^{N} \varepsilon_{k} x_{k} \|_{L_{1}^{X}}
\end{align*}
$$

Proof. Let $\left(H_{k}\right)_{k=0}^{N} \subset l_{\infty}^{2 m}$ be the sequence of 'discrete' Haar-functions normalized with respect to $l_{\infty}^{2^{m}}$ and starting with $H_{0}=(1, \ldots, 1)$ and $H_{1}=(1, \ldots, 1,-1, \ldots,-1)$ Furthermore, let $X:=l_{\infty}^{2^{m}}, \quad x_{k}:=H_{k}$, $\Omega:=\left\{1, \ldots, 2^{m}\right\}$ equipped with the measure $P(\{\omega\}):=2^{-m}$, and let $d_{k}:=H_{k}$. Finally, let $\left(\mathscr{F}_{k}\right)_{k=0}^{N}$ be the filtration on $\Omega$ generated by $\left(H_{k}\right)_{k=0}^{N}$. Now (1) is evident. (2) follows from

$$
\left\|\sum_{k=1}^{N} d_{k}(\omega) x_{k}\right\|_{X}=\left\|\sum_{k=1}^{N} H_{k}(\omega) H_{k}\right\|_{l_{2^{m}}^{m}}=\left|\sum_{k=1}^{N} H_{k}(\omega) H_{k}(\omega)\right|=m .
$$

To prove (3) let $\sigma_{m}: l_{1}^{2 m} \rightarrow l_{\infty}^{2 m}$ be the operator of summation and let $x_{k}^{0} \in l_{1}^{2 m}$ be such that $\sigma_{m} x_{k}^{0}=x_{k}$ and $\left\|x_{k}^{0}\right\|_{l_{1}^{2}} \leqslant 4$. Now it is known that the operator of summation $\sigma: l_{1} \rightarrow l_{\infty}$ has type 2 (according to [19] and [20], $\sigma$ even factors through a Banach space which is of type 2), which means that there is a constant $c_{1}>0$ such that for all finite sequences $\left(y_{i}\right)_{i} \subset l_{1}$ we have

$$
\left(E_{\varepsilon}\left\|\sum_{i} \varepsilon_{i} \sigma y_{i}\right\|_{l_{\infty}}^{2}\right)^{1 / 2} \leqslant c_{1}\left(\sum_{i}\left\|y_{i}\right\|_{l_{1}}^{2}\right)^{1 / 2}
$$

We get, for all $\omega \in \Omega$, by the Khintchine-Kahane inequality for the Rademacher averages (see [23], Theorem 4.7),

$$
\begin{aligned}
\left(E_{\varepsilon}\left\|\sum_{k=1}^{N} \varepsilon_{k} d_{k}(\omega) x_{k}\right\|_{l_{\infty} m}^{r}\right)^{1 / r} & =\left(E_{\varepsilon}\left\|\sigma_{m}\left(\sum_{k=1}^{N} \varepsilon_{k} d_{k}(\omega) x_{k}^{0}\right)\right\|_{l_{\infty} m}^{r}\right)^{1 / r} \\
& \leqslant c_{0} \sqrt{r}\left(E_{\varepsilon}\left\|\sigma_{m}\left(\sum_{k=1}^{N} \varepsilon_{k} d_{k}(\omega) x_{k}^{0}\right)\right\|_{l_{l_{\infty}}}^{2}\right)^{1 / 2} \\
& \leqslant c_{0} c_{1} \sqrt{r}\left(\sum_{k=1}^{N}\left|d_{k}(\omega)\right|^{2}\left\|x_{k}^{0}\right\|_{l_{1}^{2 m}}^{2}\right)^{1 / 2} \\
& \leqslant 4 c_{0} c_{1} \sqrt{r}\left(\sum_{k=1}^{N}\left|d_{k}(\omega)\right|^{2}\right)^{1 / 2}=4 c_{0} c_{1} \sqrt{r m}
\end{aligned}
$$

Integrating with respect to $\omega$ we obtain assertion (3). Finally, let us show (4). From [24] we get

$$
\begin{aligned}
E\left\|\sum_{k=1}^{N} g_{k} x_{k}\right\| \leqslant c_{2} \sqrt{m} \sup _{a \in B_{l_{1}^{2 m}}} & \left(\sum_{k=1}^{N}\left|\left\langle x_{k}, a\right\rangle\right|^{2}\right)^{1 / 2} \\
& =c_{2} \sqrt{m} \sup _{i=1, \ldots, 2^{m}}\left(\sum_{k=1}^{N}\left|\left\langle x_{k}, e_{i}\right\rangle\right|^{2}\right)^{1 / 2}=c_{2} m,
\end{aligned}
$$

where $\left(e_{i}\right)_{i=1}^{2^{m}}$ is the unit vector basis of $l_{1}^{2^{m}}$. Concerning the $\sim$ part of (17), the relation $<$ follows for example from Theorem 5.1 whereas $\succ$ is a consequence of (1), (2), and (4).
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[^0]:    ( ${ }^{2}$ ) UMD stands for 'unconditional martingale differences.'
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