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Abstract. In the paper we prove that the n-th directional derivative 
of a pstable density f (x) in the direction a can be estimated by 

where 0 < u < 1, and C depends also on geometrical properties of the 
Lkvy measure. This inequality helps us to calculate the Fisher infor- 
mation of stable measures. 

Introduction. In this paper, 1.1 denotes Euclidean nomi and (., .) is a scalar 
product in 8". We say that f (y) is a density of a p-stable vector in 8" 
(0 c p c 2) if the Fourier transform of f (x) is of the form 

for a certain symmetric Bore1 measure a. Moreover, a is finite, positive, concen- 
trated on Sd-l and lin (suppa) = gd. The measure CJ (called spectral) is unique. 
Let us write 

Notice that if 2(a) > 0, then the Fourier transform of f (x) can be approxi- 
mated by exp (-z (a) lxlp), so that f ( x ) ~  Cm. 

It was proved in Glowacki [3] that 

for some constant C. Unfortunately, this result does not allow us to answer the 
question how to estimate the derivatives using the density. Inspiration for this 
question comes from the theory of admissible translates (Kakutani Theorem) 
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for products of measures. In order to answer the question whether 
a = (a,, a2, . . .) is an admissible translate of p = Ifl dx) x (f2 d x )  x . . . , where 
f ;  are densities on gd, one has to check if- 

Our main result allows us to characterize admissible translates of inh i te  
product of 2-dimensional stable measures; t h ~ s  situation occurs in the case of 
harmonizable p-stable process. 

- ~kminaries.  For the rest of the paper, rr will denote the spectral measure 
of p-stable measure p (dx) = f (x )  dx. We will consider only finite positive Bore1 
measures 6. 

For r(a)  we list some simpIe facts. 

FACT 1. k t  M be the set ofall symmetric probability measures concentrated 
on S d - I .  The function ~ ( 0 ) :  M -+ W is continuous in the weak topology. 

P r o  of. Hf a is fixed, the function x -t Is,-, ( ( x ,  s)lP a(ds) is continuous; 
hence there exists x (0) E Sd-l such that 

and we have 
z(a)  < Jlxlplslpa(ds) = o(Sd - l )  = 1, 

where 6,(,, denotes the unit measure concentrated at the point ~ ( 0 ) .  

Let a, S a. (w means "weakly") and zo = lirn,,,~ (a,,) for a subsequence 
nk. We can also assume that lim,, , x (cT,,,) = x, for any X ,  E Sd-l. Thus 

for every x E Sd-l. By the inequality 

we set z(ao) = limz(a,,), which completes the proof. 

The next result is needed only for technical reasons. 

FACT 2. Let Z1, Z , ,  . . . , Z ,  denote independent random variables with iden- 
tical distributions equal to a (a is the normalized spectral measure). Then: 

P r o  of. (e) If z (0) = 0, then there exists xo E Sd-I such that 
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so that suppa c (x,)'. Then P ( Z 1  E (xo) ' ,  . . . , Z*E {xO)') = 1, and hence 
P(det ( Z 1 ,  . .. , 2,) = 0) = 1, a contradiction. 

I*)  Let z (g) > 0. We will find x,, x,,  . . . , xd such that xi E suppa and 
x,  , x,, . . . , xd are linearly independent. Recall that 

suppa = { x :  V E  > 0, ~ ( B ( x ,  E ) )  > 0 ) ,  

where B ( x ,  E )  is a ball with center x  and radius E .  

Take arbitrary x1 E suppu, x1 # 0. Next take w E Sd-I such that 
( w ,  x l )  = 0. Since also 1 t{w, s}IP a (ds) > 0, there exists x, E SUPPG-lin (x,), 
so we have found x ,  a d  XZ. 

If we have chosen xi, X Z ,  . .. , x,, then take w f l i n { x l ,  x,, . . ., x,jL, 
w E Sd-I .  Since l(w, s)lp a(ds)  > 0, there exists 

xP+ E suppc - lin {xl , x2, . . . , x,) 

and we have found xrc l .  This process ends when we reach r = d. Of course, 

and A is open in (Sed)d, SO there exist E , ,  s,, .. ., cd such that B ( x l ,  E ~ )  x . . . 
x B (x,, E ~ )  E A. Then 

This completes the proof. 

Now we present the main tool of our proof (see [ 5 ]  and [6]) .  Assume that 
XI, X 2 ,  ... are i.i.d., P ( X i  a x )  =exp(-x), x  30; T ,  = X l + X , +  ... + X , ;  

d gl, g 2 ,  . . . are i.i.d., gi -- N(0, 1); Z,, Z , ,  . . . are i.i.d., Zi = a;  moreover, (Xi),  
(93, and (Z , )  are mutually independent. In this case, El:, (r i)- 'IPZigi  con- 
verges a.s. and 

m 

(1) P ( ~ E A )  = EP(Cp ( r i ) - l J p g i z i ~ ~  I r, Z),  
i=  1 

where q(dx) = f (x)dx is a p-stable measure with spectral measure a and 

Since for fixed (T, 2) the series Czl { f i ) - l / p Z i g i  is a Gaussian vector, we 
will need some simple facts about Gaussian distributions. 

A symmetric measure p is Gaussian (stable with parameter p = 2) if 

S exp(i (x*, x ) )  P (ax) = exp (- 5 j (x*, x ) ,  p (dx)), X* E gd. 
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The measure p generates quadratic form on @: for 2,  j € g d  

Then for a matrix A = [ a i j l dxd  with entries aij = (ei, ej)l, we have 

for some orthonormal system {vl, . . . , vd} in 9Jd and 

where are i.i.d., and g, N N ( 0 ,  1). 
Observe that if 

where Zi are arbitrary vectors from @ with Iin(Zl, ..., Z,) = @, then 
A = [a . [ Z 7 ,  where [a is a matrix with columns Z,, Z,, , . ., Z,. 

Let us put the eigenvalues in the following order: A: 2 A! 2 .. . 3 ,I:. 

PROPOSITION 1 (see Bierezin [I]). If 

and gi N (0, I), {vl, u2, . . . , v d )  is an orthonormal system, 1, 2 1'2 . . . 
2 1, > 0, then 

(a) ,If = sup j (x, n>2 p(dn); 
1x1 = 1 

(b) A: = inf J (x, n)' p(dn); 
1x1 = 1 

d-1 d - 1  

A: 2 (det [Z])' -( ) , zf= 1 IZi12 

P r o  of. (a) and (b). We have 

(x. .>'p(dn) = E (x, ~ v i ~ i g i ) 2  = (x, t+>2 1;. 

Hence for 1x1 = 1 we obtain R; < j (x, n)' p(dn) < A:, but 

j (vl ,  t ~ ) ~ p ( d n )  = 1; and j (v , ,  n>'p(dn) = 1:. 

(c) Let A = [Z] - [Z] T ,  the covariance matrix of p, 
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in the basis ( v l ,  .. ., nd). Then TrA = A: + . , . +A: and, by the inequality be- 
tween arithmetic and geometric means, 

Hence 

and 
d d 

TrA = aii = ~ ( e i ,  C Z ~ ~ ~ ) ~  
i =  1 i =  1 .i 

which proves (c). 

The ma$ result. Now we can formulate our result. 

THEOREM 1. There exists a function C(., ., -1: g3 + 9, such that, for every 
p-stable density f (x) on Wd with spectral measure s, we have 

where D: denotes the n-th directionai derivative in the direction a. 

The idea of proof is to look at p as a mixture of Gaussian measures. Let 
m 

p = E/+r,z), where pcr,z, C p  C (r i)- l iPZigi  
i =  1 

and (r, Z) are fixed. Let R d ( r ,  Z) < ... < i l ( T ,  Z )  be eigenvalues and 
d 

(vk (r, Z))k= be an orthonormal basis generated by P(~,z,. 
For A, (r, Z) and &(r, Z )  we have two lemmas. 

LEMMA 1. ~ A f ( r ,  Z )  < ~ p 2 ~ ( C z ~ r - ~ l p ) g / ~  < a~ for 0 < fl  c p. 

Proof. We have 

and, by Proposition 1 (a), 

R: (r, Z )  = sup E ( x ,  x(,,,,)~ = cp2 SUP C (ri)- (x, z ~ ) ~  < C; C (r)- 21p. 
Ixl= 1 Ixl=li=l i =  1 
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A series (ri)-'IP is a (p/2j-stable variable (Linde [6]), so it has moments 
less than p/2. This completes the proof. 

LEMMA 2. E ;liB ( r ,  Z) < m fur #la 0. Moreouer, 

where 

for-a q d  q as described in Fact 2. 

Proof.  We have 

where 
d -  1 

Then 

where 

In the above we have used Proposition 1 (c) and the fact that rk is increasing. 
Now we follow the paper of Pap [a]. Since lin(suppr) = gd, by Fact 2 

there exist a > 0 and 0 < q < 1 such that 

Consequently, 

Let us put t = inf,31 (det [Zdk,  . .., Zdk+d-1 ] )2  2 a ;  then 
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But Eri = k(kf 1) ... (k+r-1) < (k+r-1)' for k,  EN (see Fisz [2j). Thus 

and - - 
m 

C ~(r;( iP,dq(l-q)*-~6 1 + d l  -dry 
r =  1 r = l  

whence 
E1lTZfl < Cda-B.  Wp(l -q), 

where 
gr 

W,(x)= l +  'XI,  1x1 < 1. 

Now we have to prove the following 

FACT 3. Let a be a spectral measure such that z(a) > 0. Define 

U(a)= ((a,q): P(1detCZ1, ..., Zdll > 4 = q )  
and 

ME = {G: z(c) 2 E, suppa = sd-',  a(Sd-I) = 1). 

Then 
1 

sup inf TWp(l-q)<co. 
O . ~ s  ( a . q ) ~ U ( d  01 

Proof. In Fact 2 we have proved that, for a EM,, 

1 
inf BWfl(l-q)< ao. 

(a.q)EU(d a 

Let a,€ M, be such that 

By Fact 1 we can choose a subsequence a,, % GO, G, E A4 (E). From Fact 2 we 
deduce that there exists a, such that 

P,,(ldet[Z, ,..., Z , ] ~ 2 > u o ) > 0  and P,,(Idet[Zl ,..., Zd]12=uo)=0, 
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P ,  denotes such a measure that 9 ( Z i )  = go. Since 0, -, a,, det [x,, x2, . . . , xd] 
is continuous, we have 

-1im Po,, (Idet [Zl , . . . , Zd] l 2  > aO) = P ,  (ldet [ Z ,  , . . . , Zd]I2 > a,), 
n-'m 

and thus 
1 

lim sup - W (1 - POn ([det [Z1, . . . , &]I2 > aO)) < a. 
a{ 

This completes the proof, 
. - 

-  call‘ that p (-1 = Ep(r,zl(.). Denote by (x) the density of a Gaussian 
measure prr,~,. If f(x) is the density of p, then we have f (x) = EArmz)(x). 

FACT 4. For n~ N, a E sd-l,  

(a) D:: f (4 = E D",f,, (4, 
and for every 0 < E < 1, x # 0, 

Proof. (a) We have 

First of all we prove that 

1 (vi, x+ta)' 
(*) sup l[eh(')](")l < , where h (t) = - -C 

2 Itl s l n; 
Put G, (t) such that eh(') Gn (t) = [ehrt)]("). Therefore, Gn , , = h' (t) - G, (t) + G', (t). 
The function G, (t) is a polynomial of degree n, Gn (t) = a. +a, t + . . . + a,, tn; 
putting IGnI =laol+lall+ ... +lanl, we get 

lGn+1l G ~~l. lG,l  +nIG,I = IG,I (IWI +n) and tGnl < (n+lhfl)". 

Now 
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I because (vi, a)2 = la21 = 1 and I (v i ,  x} { v i ,  a)[ < 1x1. Thus 

sup I[eb")]")l 6 sup IG. (t)l. 2") b 1G.l r 
It( B 1 It1 S 1 

I 
I which proves (*). 

Now we are ready to prove (a); the proof goes by an easy induction. 
For ra = 1 

Using the Lebesgue Dominated Convergence Theorem we get 

lim f (x + La)- f (4 - - Jr,n (x + ta) - fr,n(x) 
t-'O t t'0 t = E DL1' A,,, (x) 

because, by Lemma 2, 1/A, has all positive moments. 
Similar arguments show that 

By the Lebesgue Theorem and Lemma 2 we get the desired result. 
(b) For a moment denote a scalar product by 

put g(r.z) (XI = ~xP( -$  lxl?) and 

~ ~ , ~ ( x + t a )  = exp(-i(x+ta, x + t ~ ) ~ )  = exp(-iIxl;-t (x, -+t2 {a ,  a)l). 

Let us compute 

d" 
-g(r,z,(~+ dP ta) It=, = exp (-$Ixl?). [exp(- t (x, a>l)-exp(-f t2 <a, a>,)](") 

(" -k) = exp(-41x1:) ( io ( ; ) ( ~ X P ( - ~ < X , ~ ) ~ ) ~ - C X P ( - ~ P ( ~ , ~ ) ~ ) ) ~ = ~  

n-k even 

Hence 

n-k even 
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and, finally, 
c n , e  11 la"' hr,z) (41 < - 1x1 - 1; (JiT x). 

- Now we are able to prove Theorem 1. From Fact 4 we infer that for every 
0 < & < 1  

I 
Using the Holder inequality to the above inequality with p = l/(l-E) and 
q = 1/~ ,  we get ! 

1 exp (-+lxlb I i E  
ID:"' ' C_ 1x1 [E 6) . A a . . L] [B (2K1d/2 A . . , . ad 

I 
i where we have used the fact that 

Further: 
~ ~ ; / e - l  . & [ n / ~ + d - l ]  < , ( E A ~  u ( l / & - 1 )  ) 1/u (~~;(n/e+d-l)u* llu* I 

if u(~ /E-1)  < p  (Lernma 1) and u > 1 with l/u+l/u* = 1. 
This implies that 1 < u < & ( l - ~ ) - l p ,  SO that we can find such u if 

~ ( l - & ) - l p  > 1. Hence * 

To complete our proof we have to show that 
(1) inf,,,inflxl,, f ob )  > 0, 
(2) sup,,,s supl,, , supESa- r ID?) f, (x)l < m, where ME = (a: z (a) 8 E) 

and f,(x) is the density of p-stable measure with spectral measure B. 
i The function (a, x) + f,(x) is continuous because its Fourier transform is 

less than exp ( - E  IxIP). Since ME is compact, i d lx l  , fu (x) = f,, (xo) for 
certain a. E Me and lxol d 1. But p-stable densities are always positive for every 
x E gd. 
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By similar arguments we obtain 

for certain a o ~ M , ,  Ixol G 1, and a 0 ~ S d - ' .  

Applications. We will use our inequality to a problem of admissible trans- 
lates. Recall that two probability measures T, v are equivalent (z - v) if, for every 
measurable set A, p (A) = O if and only if v (A) = 0. We write p l v  if there exists 
A such that p (A)  = 1 and v (A) = 0. A vector a is an admissible translate of p if 
P - 1  - P - 

Lef us consider the series (x,  cos 2xnt + Y,, sin2.n nt) in L, (LO, I], dx), 
where (X,, YJ,"," are independent 2-dimensional variables. Since the functions 
Xncos2.rcnt+ Ksin2rcnt belong to mutually orthogonal subspaces of L,, we 
consider 

4, 
xn 

P = n = l  A, where pn = 2 (-- L) 
.,'Ip ( S )  ' a,l'P (S) 

on (B2)N, and on is the spectral measure of 9 ( X , ,  x). 
The problem is the following: find all vectors g = (al ,  a,, . . .) such that the 

measures p (- -4 and p ( a )  are equivalent. The question was investigated in [7] 
and 1101, but only in the case when p, are 1-dimensional. 

For the sake of completeness we recall below some basic facts and theo- 
rems (see Shepp [9]). 

If p, v are any probability measures, then there exists a measure rn such 
that m $- p and rn % v (for example, m = $(p+v)) .  In this case rp (x) = dp/dm 
and fi (x) = dv/drn. Let us put 

Observe that H (p, v) does not depend on the choice of measure m and, by the 
Schwarz inequality, 0 < H(p, v) < 1. 

THEOREM (Kakutani [4]), Put ,u = nn:-pn and v = nnm=l v., where pCL, and 
v, are probability measures. Then 

Moreover, p l v  ifand only ifH(p, v) = O .  If p,- v,, n = 1, 2, ..., thenp-v if 
and only if H(p, v) > 0. 

The Kakutani Theorem implies that if p, - v,, then p l v  or p - v. 
Now we repeat some observations of Shepp [9]. Let p be a measure on g2 

with density cp(x), and q(x) > 0 for almost all x with respect to Lebesgue 
measure. Since 
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& E L2 (dr), we have by Parscval's identity 

= ( 2 7 ~ ) - ~  J cos { x ,  a) l(qf/2)72 d x .  
s2 

But 

= c 1 (i <x, a )  (cpliZ)l) (i ( x ,  a )  ( r p 1 j 2 ) 1 )  dx 
a2 

with 

1 
C = - and D , q  = lim Y ( ~ + ~ ~ - - E P ( x )  

8x2 t+o t 

then the measures p (. -a) and p are equivalent. The quantity S( (D,  q ) ' / ~ )  dx is 
called the Fisher information. 

Now we are ready to prove the following 

THEOREM 2. Let p, be 2-dimensional symmetric p-stable measures with spec- 
tral measures a,, 1 < p < 2. Additionally, we assume that a,(S) = 1 and 
inf, z (a,) > 0. Then = (a l ,  a2,  . . .) is an admissible translate of p if and only $ 
Ci lailZ < oo. 

Proof. First we prove that if is an admissible translate, then Iz (N). 
Let p = x:= pn on ( ~ 3 ~ ) ~ .  Take any sequence of non-zero vectors in B2, 

say ( yi), define T :  ( w ' ) ~  + B ~ ,  where for x = (xl, x2, . . .) E ( w ' ) ~  

TM = ((4 I ~ l l  a1 X I ) ,  (4 Iy2laz x*), . ..), 

and (., .) denotes scalar product; I yil ai > 0 because inf,z(a,) > 0. Since T is 
measurable and linear, we can define 
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and 

where 

P i ( ( ) )  I ~ i I m i  and T @ = ( T ( ~ ) ~ , . , . ) .  

Measures fly, are 1-dimensional p-stable with unit spectral measure (equiv- 
alently, for every n, j eif" pYn (dx) = exp (- ltlq). Further, measures p+ and p, 
on 9fN are also equivalent (as images of equivalent measures). ~ e n c e  
(Tk),,-TbJZ, . ..) is an admissible translate, and using Proposition 8 from 
Zinn [lo] we infer that 

for every sequence (y,  , y2,  . . .). Putting yi = ai we get 

Since la;]:, < lai12, we obtain also ~ ~ , ( a i ,  ai) < w. 
Now we prove that if C,:, (ai, ai) < co, then g = (a,, a?, . . .) is an admis- 

sible translate. 
By (*) we have to calculate 

I @ai e i P  
2 

dx = lai(2 j (Dai11Ui1 Y,i) dx. 
' P i  'Pi 

We will prove that 

sup sup 1 ------ (D' ")' dx < m if only inf r (cri) > 0. 
i  ~ E S  (P i  i 

From our inequality (Theorem I), if we take 0 < a < (p- 1)/2p, we get 

where 0 < u < ( p - 1)/(p + 1). 
Let k be any number such that k > (l+p)/(p-1) and ts = l/k. Then 

k* > 1, where l/k*+ l/k = 1. Using the Holder inequality with k and k*, 
we get 

12 - PAMS 19.2 
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because 
1 

l( l+,xl)"dx<m and j lp(x)=l .  

Finally, 

and (Fact 3) 
sup C(z (a i ) , u )<m.  

~(ui) 3 inf ~(u, , )  

This completes the proof. 
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