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Abstract. Following the method of Gajek [3] we investigate the 
limiting properties of differences and quotients oTsuccessive k-th upper 
and lower record values. 

1. Introduction. Let ( X i ,  i 2 1) be a sequence of i.i.d. random variables 
with common distribution function (df) F and probability density function 
Ip4 .f Let 

XI:, < X2:, < . . . < Xnzn 

denote the order statistics of a sample XI, .. ., X,. 
For a fixed k 2 1 we define (cf. 121) the k-th upper record times U,(n), 

n 2 1, of the sequence (Xi, i 2 1) as follows: 

and the k-th upper record values as 

Ykk) = X ~ k ( n ) :  Uk{n) + k - 1 5 n 2 . 
Note that for k = 1 we have YL1) = XI:,,(,, : = Xu(,), n 2 1, (upper) record 

values of the sequence (Xi, i 2 I), and that yIk) = XI:, = min (Xq, . . ., Xk). 
Similarly, for a fixed k 2 1 we define (cf. [6]) the k-th lower record times 

Lk(n), n 2 1, as 

and the k-th lower record values as 

Note that for k = 1 we have 22) = X1:Ll(n) : = XL(n), n 2 1, (lower) record 
values of the sequence {Xi, i 2 11, and that Zik) = X k:k = m a  (XI, . . . , X,). 
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Let us put for k >  1, n2 1, 

and define 

~ a $ k  [3] has shown that if a df F,  concentrated on the interval S c R is 
absolutely continuous with a pdf f and if 

r (x) = 
f (4 

1 - F ( x )  

is a differentiable function with a bounded first derivative, then 

(D-in distribution), where W, is exponentially distributed with a df 

and where A = r (x:) (the right limit of r (x) at the point xo), x, = infS, and Fg, 
F*, denote the distribution concentrated at zero and the improper distribution 
concentrated at infinity, respectively. 

In this paper we extend the class of sequences of df's described in [3] 
weakly convergent to an exponential distribution, using lower record values, to 
construct a sequence {Vik), k 2 1). Moreover, we study limiting properties of 
the sequences (R?), n 2 1) and (Qik), n 2 1). The results are illustrated by 
exampIes. 

2 Probability distributions of U f ) ,  Dik) and Tkk). It is well known that if a df 
*,rn 

F has pdf f, then Yik) has pdf (cf. 121) 

and the joint pdf of the vector (Y:), Yik)) is of the form 

kn 
f k l f n , , n ( ~ ,  Y )  = [- I o ~  (1 - P ($)Irn- l 

(m- l)!(n-m- I)! 
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for x < y, and (k'f,,, (x, y)  = 0 for x 2 y (see [43. The joint pdf of (ykk', yLk$ 1)  i s  
therefore 

Similarly, the random variable ZLk) has pdf 

k" 
(3) f i p  (x) = -(-log F (x))"-' ( F  (x))k-I f ( x )  

(n- I)! 
. - .  - -  \ 

and the joilrt: pdf of (ZE), Zik)) is 

for x > y, and f:!, [x, y) = 0 for x < y (see [63, and the joint pdf of (Zik),  ZkkL 
is of the form 

for x > y .  
In what follows we need the following statements concerning the dis- 

tributions of the r.v.'s Djk), Tik) and U f ) .  

PROPOSITION 1. The pdf of ilkk) is of the form 

k"+l " 
(6) fnik) (4 = - J (-log F (u + v))"-' - ( U + v ) ( ~ ( v ) ~ - l  f (v)dv 

(n-  I ) !  F(u+v) 

for u > 0 and fBkk) (u) = 0 for u < 0,  and its df is 

k" " 
(7) Foik) (2) = 1 - - f (s) - 5 (-logF(~))'- '  [ F ( s - z ) ] ~ - ~ s "  

(n- I ) !  - m  F (4 
for z 2 0. 

Proof.  Let us put X = Z k k )  and Y= Ziki l ,  where n>, 1, k $  1. Let 
g: R2 -+ R2 be given by 

Q ( X ,  Y )  = ( x - Y ,  Y ) .  

Then g maps the region D = ((x, y): x > y) onto G = {(u,  v): u > 0). 
Moreover, for (u,  V ) E  G 

g - l ( u ,  v) = (u+v, v) 
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and 

Thus the pdf of the vector (U, V) = g (X, Y )  = (Dik), ZLki is 

where fxr(x; y) = fj'$+l(x, y) is given by (5). Then 
pr 

Thus for u > 0, V E R ,  

and f,,(u, v) = 0, u < 0, which implies (6). Furthermore, 

k n + l  + m  

= --- I ( - ~ o g ~ ( s ) ~ - ~ f ' " ' d s j ( F ( s - u ) ) " - ~  (S-u)ds 
(n- I)! - m  F (s) 0 

p+l f a  
- -- f (s) F(s )  1 (-logF(s))"-l-ds I tk-'dt 

(n-I)! - m  ('I F ( S - Z )  

which completes the proof. 
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The next two propositions can be proved similarly. 

PROPOSITION 2. Assume that F(x )  = 0 for x < 0. Then the pdf of the r.v. 
Uik) is 

k"+l 00 

fuAk) (u) = j [- log (1 - F (v/u))]"- ' 
(n-I)! , u 

for u 2 1 and (u) = -0 for u < 1 ,  and its df is of the form 
- . 

r; 

for z 2 1 and F,p) = 0 for z < 1. 

PROPOSITION 3. Assume that F ( x )  = 0 for x d 0. Then the pdf of the r.v. 
Tkk) is 

for u 2 1 and f T p  = 0 for u < 1,  and its df is of the form 

for z 8 1 and F , p  = 0 for z < 1. 

Remark. Analogous propositions may be proved in the case when F has 
the support S c R. 

3. Examples. We now give some examples illustrating the limit theorems 
formulated in Sections 4, 5 and 6. 

EXAMPLE 1. Generalized extreme value distributions [I]. . - 
Generalized extreme value distributions are defined by i,U 

and for such distributions 

f (x) = (1 - y x)(l/y)- exp ( - (1 - y x)l/y) , 

f (x)/F (x )  = (1 - yx)(l/y)- l ,  -log F ( x )  = (1 - yx)ltY. 

13 - PAMS 20.1 



194 M. Bieniek  and D. SzynaI  

If y > 0, then x < l /y ,  and changing the variables in (6) to t = 1 - y  (u + v)  we 
obtain 

kn+l 1 CO 
fnLk) (td) = ---- - 1 t("/Y)-l exp (- k ( t  + yujlJy} it + yu)(ltY1- dt. 

Putting y = 1 we easily obtain 

Thus Dik) is exponentially distributed with df 

6 5  Fik'(u) = 1 - e P h ,  

and Vhk) = kDLk) has the df 

Then of course the limiting distribution of V;"), as k -, co, is exponential. 
Now consider the distribution given by (12) with y = 0. This is the 

so-called Gumbel distribution. Now we have 

f ( x )  = exp(-e-") e-X ,  x ER,  

f ( x ) / F ( x ) = e - " ,  - l o g F ( ~ ) = e - ~ .  

Thus from (6) we obtain (after changing the variables to t = epU) 

fD~w(u) = ne-nU, 

and Dlk) has the df 

F D $ ) ( ~ ) = l - e - n z ,  ~ $ 0 ,  

while Vik) has the df 

Fk(z )  = l - e - n z / k + O ,  k +  a. 

Therefore in this case the limit of the sequence (F, ,  k 2 1) is not a proper 
probability distribution; it may be considered as an improper distribution 
concentrated at infinity. 

*en 

EXAMPLE 2. The Frichet distribution. 
Let us consider now the Frtchet distribution with df 

where a >  0. Then 

f (x)/F ( x )  = a/xE' -log F (x)  = l/xa. 
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Thus, using (11) and making the substitution t = 1/xu we obtain for x 3 1 

FTik) (x) = l--~-''. 

It follows that QLk) = n (Tkhl- 1) has the df 

FRik) (x) = P , p  (1 + x/n) = 1 - 
1 

+ l-e-IIX, n - +  w,  
(1 + x/n)"" 

and the limit distribution of Q ! ~ ) ,  n + m, is again exponential. 

EXAMPLE 3. .  ~ x ~ o n e i t i a l  distribution. 
T- 

Assume that X i  are i.i.d. r.v,'s with df 

Then 

-log(l-F(u))=(u-p)/I, f(u)=[l-F(u)]/A. 

Then Proposition 2 implies that for z 2 1 

which after the change of variables t = A-'(v/z-p) gives 

FUik) (z) = 1 -z-" exp (- k p  (Z - 

Thus, for z 2 0, 

FRik) (z) = Fu;k) (1 + z/n) 

4. Limiting distributions of the random variables Vkk), k + a. The theorems 
in this section, concerning the k-th lower record values Zkk), are counterparts of 
theorems formulated in 131. I'P 

THEOREM 1. Suppose that Xi have df F and pdff, with the interval S c R as 
the suppoi-t, and that q(x) = f (x)/F(x) is a diferentiable function with bounded 
first derivative. Moreover, assume that {P,, k 2 1) is a sequence of distribution 
functions of the form 

for z < 0, 
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where {Gk, k B I) is a sequence of distribution functions such that 

(14) G k - + G ,  k + m ,  

and G is la distribution concentrated at a point xo€ 3s. Then 

F k + F p ,  k + c o ,  

where 

F,(z)=l-exp(-pz) for z > 0 ,  

and ,. 
q ( x i )  if x, = sup S ,  p=i(xi) i f x . = i d S .  

P r o  o f. Put g (x) = log F (x). Then using Taylor's formula and the diffe- 
rentiability of q we obtain for z 2 0 

i where 0 < 8 < 1. Thus 

Define 

Now the assumption Iq'(x)l < M for X E S  and (16) together imply that 

From (14) and (17) we get 

(I9) H k ( ~ ) = ~ ~ ~ p ( - q ( & ) ~ ) j ~ ~ ~ ( - q ( ~ O ) ~ ) ,  k + m ,  

where the random variable & has the df Gk. Thus (18) and (19) imply that 

where p is given by (151, From (13) it follows that Fk(z)  + 0  if z < 0, which 
completes the proof. 
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THEOREM 2. Suppose that F, f and q are as in Theorem 1. Then 

where V,  has the exponential distribution with df 

and p = q (x;) and xo = sup S. 

P r o  of. By Proposition 1, the distribution function of D$) may be rewrit- 
- - .  . . 

ten as 
r- 

where 

is the df of ZLkl. Therefore Vik) has the df 

Since 

1 m 

G~ (x) = - S urn-1 e -" du, 
(n - '1' -k,ogF(x) 

condition (14) is valid with xo = sups. Thus Theorem 1 implies that 

where 

F,(x)= 1-exp(-px), x 3 0 ,  - 
which is equivalent to (20). H 

',rn 

5. Limiting distributions of the random variables Rik), n + a. 
THEOREM 3. Suppose that Xi have df F and pdf f, with the interval 

S c [O, OD) as the support, and that 

is a differentiable function satisfying the condition 

(21) Ix2 q' (x)t < M for x E S. 
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Moreover, assume that {F,,  n 3 1 )  is a sequence of distribution functions of the 
form 

where {G,, n 2 1 )  is a sequence of distribution functions such that 
r- 

(23) G , + G ,  n + m ,  

and G is a distribution concentrated at a point x o f  8s. Then 

F,,-tFp, n + c o ,  

where 

F,(z)=l-exp(-pz) for z > O  

and 

lim,,,o xg (x) if xo = sup S ,  
(24) l im,-,bxq(x) f x , = i n f ~ .  

P r o of. Let g (x) = log [-log (1 - F (x))] . Then using Taylor's formula 
and the differentiability of q we obtain for z 2 0 

-where 0 < 8 < 1. Thus 

Define 

From assumption (21) we obtain 
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which together with (25) implies 

Note that 

nz 
H,jz)=Eexp(-Z,), where Z,=Y,qIyd--- 

n + z' 
and {Y,, pa 2 1) is.a sequence of random variables such that Y, has the df G,. 
The convergence L.', 3 xo, as n + co, and (one-sided) continuity of the function 

D 
v H vq (0) at x, together imply that 2, + pz, n -+ o~ , and we obtain 

Thus (27) and (28) imply that 

F,(z) + 1-exp(-pz), n +  co, 

where p is given by (24). It follows that Fk (z) + 0 for z < 0, which completes the 
proof of the theorem. m 

THEOREM 4. Suppose that F, f and q are as in Theorem 3. Then 

(29) Rik) 3 ~ ( k ) ,  n -, , , 
where R(k) has an exponential distribution 

F,(x) = 1-exp(-px) 

and p = lim,,xo xq (x) and xo = sup S. 

Proof .  Using Proposition 2 we may write the df of u',~' as 

where 
kn+l X vm 

Gnb) =-S n! [-log ( l -FCy)) ]*( l -F(~) )k~f  C y ) d ~  

is the df of Yiki1. Therefore Rjk) has the df 

log (1 - F (v/(l + z/n))) 

To prove that (23) is satisfied, we use the formula (cf. [5]) 

n - 1  ki 
Fr$k) (x) = 1 - (1 - F (x))k [ - h (1 - F (x))Ii. 

i = O  E .  
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If xo = sup S, then for x < xo 

K 
lim G,, (x)  = lim F,:kl, (x) = 1 -(1 - F ( x ) ) ~  3 [-In (1 -F(x))li 

n +  m n+ m i = o  - 
= 1-(1-~(x))"exp{-kln(1-~(x))]  = 0, 

and G,(x) = 1 for x 2 x,. Theorem 3 implies now that 

where - - . . 

Y5 

F k b )  = 1-exp(-px), x 3 0, 

which is equivalent to (29). rn 

6 .  Limiting distributions of the rsdom variables Qhk), n + a. 
THEOREM 5. Suppose that Xi have df F and pdf f ,  with the interval 

S c [0, a) as the support, and that 

is a dzflerentiable function such that 

for x E S .  Moreover, assume that {Fk, k 2 1) is a sequence of distribution func- 
tions of the form 

where (G,, n B 1) is a sequence of distribution functions such that 

(33) G , + G ,  n + m ,  icil 

and G is a distribution concentrated at a point xo E 8s. Then 

(34) F,,+Fp, n+co,  

where 

F,(z)=l-exp(-pz) for z > O  

and 

(3 5) 
lim,,,o xp (x) if x, = sup S ,  
lim,,,J xp (x) if xo = inf S .  
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P t o of. Put g (v) = log ( -log F (u)). Then 

f I.) 
gf(x) = F (x) log F (x) = -PM 

and, by Taylor's formula, 

vz 1 
log ("l+ z'n)) = - p (v) - -- v2 pf (u (1 + oz/n)) (z/nl2. 

log log F ( V )  n 2 

Therefore, using . (32) we. obtain 
F m 

{ z2 I (36) 1 - F~ (z) = exp { - q (v) z) exp - v2 P' (v (1 + flz/n)) 5 dG. (v)  
0 

Define 
m 

H, (2) = j exp { - VP (4 2) dGn (v ) .  
. 0 

Then from (36) and (37) it follows that 

Since from (33) and (35) we get 

H, (2) + exp ( - pz) , n -+ a, 

inequality (38) implies (34). 

THEOREM 6. Suppose that F, f and p are as in Theorem 5. Then 

(39) Qik) 3 Qtk), k -# 02 , 
where Q, has an exponential distribution 

F,(x)  = 1-exp(-px), x 2 0, 

and ,u = limx,,D+ xp (x) and xo = inf S. 

Proof .  Using Proposition 3 we may write the df of TLk) as 
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where 

is the df of Zik j l .  Therefore Qik) has the df 

Analogously to (30) we show that 

Tx Fzpl (x )  = (F (x))~ ( - ln F (r))' 
i = O  E .  

Thus for x 2 x,  
m 1.i 

and condition (33) is valid with x, = infS. Theorem 5 implies that 

FRik)+Fk,  n 4 m ,  
where 

Fk(x)  = 1 -exp(-px), x 2 0, 
which is equivalent to (39). rn 
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