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The garnma distribution with scale parameter 1 and shape parameter c > 0 
is the probability on (0, CQ) defined by 

The beta distribution with parameters a ,  b > 0 is the probabiIity on (0, 1) 
defined by 

where 3 (a, b) = (r (a) r (b))/r  (a + b). 
Let us denote by 0 and * the multiplicative and additive convolutions, 

respectively, of probability distributions on R; this means that if X and Y are 
independent variables with distributions a and #?, then the distributions of XY 
and X + Y are denoted by olO P and u * 8. Recall that the Laplace transform of 
a probability distribution a on R is 

L (a) (s) = j e" a (dx) . 
R 
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It satisfies L (a * j?) (3) = L (a) (8) L (s). Similarly, the Mellin transform of a 
probability distribution a defined on [0 ,  co) is 

M(u)(s)  = j xsol(dx) 
LO7 m l 

and satisfies M (a O p)(s)= M(ct)(s) M(P)(s).  
The Pochhammer symbol is defined for a ,  s > 0 by (a), = r (a + s ) / r  (a). 

We extend this notation to a sequence a = (a,, . . ., a,) of positive numbers by 
(a), = nS= (ajlS with the convention (a), = 1 if p = 0 .  For two sequences 
a = (al,-.. ., up) and 6-= (b, , . . . , b,) of positive numbers the Dufresne distribu- 
tions* D (br; B) are introduced in Chamayou and Letac (1999) (see also Dufres- 
ne (19961, (1998)) as the distribution on (0, a) such that for all s 3 0 we have 

m 
( 4 8  1 xs D (a;  b) (dx)  = -. 
(b)s 0 

The later gaper contains comments on existence and computation rules 
for these Dufresne distributions. If p = 1, i.e. if the sequence a is reduced to 
a single number a, we write of course a = a, and if p = 0, it is convenient to 
write the empty sequence la = -. With these notations we can write 
D(Q; a+b) = /Iapb and D(c;  -) = y,. 

The aim of this paper is to give some unexpected properties of additive and 
multiplicative convolutions of the D ( a ,  b) laws. We shall use the following 
dassical notation for the hypergeometric functions defined for - 1 < s < 1: 

These hypergeometric functions arise naturally as Laplace transforms of 
the Dufresne laws: for - 1 < s < 1 we obtain 

(1.3) L(D(a; b))(s)  = ,F,(a; b; s).  

The double gamma, distribution 1, with parameter c > 0 is the probability 
. R with Laplace transform L (Ac) (s) = (1 - s2)-' defined for S E  ( - 1, 1). If Tc 
the image of yc by x w  -x, we clearly have - 

(1.4) Ac = Y c  * (Cc, 

and this proves the existence of A,. It is easily seen that A,  (dx)  = e-Ix'dx/2, 
which has various names in the literature: double exponential, bilateral ex- 
ponential, Laplace distribution of first kind. If c is an integer, the density of 

* When writing D (a; b) instead of #I, (a; b) we depart from the tradition of hypergeometric 
functions, which furthermore displays, respectively, by p and q the lengths of the sequences a and b. 
Although there is some redundancy in the traditional notation, we still keep it for conveniency of 
the reader when dealing with the hypergeometric functions .F, or the Kampk de Fkriet functions 
F::%:,,. 'in Section 4. 
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1, can be obtained by expansion into partial fractions of s H (1 -s2)-" It is 
easily checked that if n is a non-negative integer, we have 

If c is not an integer, the density is obtained by using the Mac Donald 
functions (modified Bessel functions of second kind). The lambda law 
A, ( a ;  6) = ,Ic a D (a; b) or bilateral Dufresne laws are introduced in Chamayou 
(2004). However, in the present paper we shall mainly use the Iaws ,&(a; b) 
= 4 0 .ba,G which are the multiplicative convolutions of double gammas 
with parameter c by betas with parameters (a, 6-a). 

The symmetrical beta distribution of third kind with parameter a = b = 
v + 1/2 t 0 is defined by 

The Fourier transform is given in terms of Bessel functions (see Prudnikov et 
al. (1992), Vol. 3, formula 7.13.1, p. 594): ( v+  1; -s2/4). 

2. SUMIS OF SEVERAL DUFRESNE RANDOM VARIABLES 

We first present a property of additive infinite divisibility for some Dufres- 
ne laws. 

PROPOSITION 2.1. If t t 0, the Laplace transform of D (t/2, t/2 + 112; t + 1) 
is as follows: 

24(t/2,  t/2+ 1/2; t + l ;  s) = (2/(1 +,/=))l. 
This is an infinitely divisible law associated with the Levy process t HX (P (t)), 
where P and X are independent Levy processes whose respective Iaws at time 
t are y,,, and the inverse Gaussian law 

respectively. 

Proof.  The Laplace transform of a Dufresne law is given by the Gauss 
hypergeometric function: (a, b; c; s), Then the Laplace transform of D(t/2, 
t/2 + 1/2; t + 1) is 

according to Abramovitz and Stegun (1970), p. 556, formula 15-1-13. Moreo- 
ver, by Seshadri (1993), p. 40, formula 2-9, we know that if for a > 0 and p > 0 
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we define 
- 

v , .  (dx) = PJ. x v2 exp 
J 2 x  

h , r n )  (4 ax1 

then for s < 1/(201) we get 

w 

(2.2) 1 gX va(dx) = exp ( p  (1 -dl -2as)). 
0 

7 .  
.. - 

~ o r e o v & ,  for every P < 2 we have 

Using (2.3) for f l =  1 -dl -2as we see that for s < 1 

which completes the proof. 

Note. This law is considered by Imhof (1986). The corresponding density 
of probability 1," v ~ ~ ~ , ~ ( ~ x )  ~ ~ , ~ ( d p )  can be expressed by using the parabolic 
cylinder functions: 

For this point see Prudnikov et al. (1992), Tome V ,  p. 45, formula 2.1.9-1. Note 
that the law on integers C,"=o f (m, X) 6 ,  is considered in Chamayou (1984). 

. We now apply the p;evious Laplace transform computation to the bilate- 
ral Dufresne laws: 

.. COROLLARY 2.1. I f  t > 0, the Laplace transform of the Iaw A+ ,,,(t; 2t -t- I) 
is as follows: 

This is an infinitely divisible law associated with the LPvy process t w X  (P (t)),  
where P and X are independent L6vy processes whose respective Iaws at time 
t are y , ,  and the Bessel law 

where K 1  is the order-one modified Bessel function of second kind. 
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Proof. The Laplace transform of the density of a bilateral Dufresne 
variable &(a; c) is given by the generalized hypergeometric function: 

(see Chamayou (2004)). If we set d = a+ 1/2 = c/2, the function (2.6) takes the 
form 2F1 (a/2, (a+ 1)/2; a+ 1; s2), which allows us to use Proposition 2.1 to 
establish the result, where 

We get the'previous Laplace transform by integration of the expression 
b 

Then we get 

For that point, see Prudnikov et al. (1992), Tome 2, p. 357, formula 2-16-12-4, 
and Abramowitz and Stegun (1970) for the representation of K,,,. Thus, if 
P(a) is a random variable following a gamma law y,(ds)  and if (X(p)),,, is 
a Bessel process independent of P(a) such that X ( p )  has the law v,, then 
(2/(1+ ,/l -sZ))" is the Laplace transform of the law X(P (a)/2), i.e. follows the 
above Dufresne law. 

Note. The probabilistic interpretation of the law of At+ (t;  2t + 1) from 
the law of D(t/2, t/2+ 1/2; t+ 1) is standard: if X and Z are independent ran- 
dom variables with respective laws N ( 0 ,  1) and D ( t /2,  t/2 + 1/2; t + l), then - 
the consideration of the Laplace transform of Z J ~ ~ x I  shows that it is 
a h + l l z ( t ;  2t+ 1) law. We also remark, using the asybptotical representation 
of K, (see Abramovitz and Stegun (1970)), that for p -+ m the law of X/J; 
tends to an N ( 0 ,  1) law. 

- 

3. SUMS OF TWO DISTINCT DUFRESNE VARIABLES 
WITH THE SAME LAWS 

PROPOSITION 3.1. Let a ,  b ,  c be such that 0 < a ,  b < 1, 

and let D l ,  D2,  D;, DL be independent random variables with respectiue laws 

D(a, 6; c), D(1-a, 1-b; 2 - 4 ,  D(c-a, c-b; c), D(a+l -c ,  b+l-c;  2 - 4 .  

Then D1+D2 ND;+D'2. -. 
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I? r o of. The Laplace transform of the two sums is written as the product of 
two Gauss hypergeometrical functions, i.e. 

z F l ( ~ ,  b; c; s),F1(1-a, 1-b; 2-C; S) 
and 

zF1(c-a, c-b; c; s)2F1ja-l-l-c, b + 1 - c ;  2-c; s). 

The result is obtained by application of the "Darling products" identity (see 
Darling (1932)). r 

.co~~(LL& 3,1.--~et a,  c be such that 0 < a < 112, a +  l/2 < c < a +  I, and 
kt A,, A,, A;, A> be four independent random variables with respective laws 

Then Al + A2 A> + A;. 

Proof. The proof is identical to the previous one for the Laplace trans- 
forms of the lambda laws, i.e. 

(3.1) 3F2(d ,a /2 , (a+1) /2 ;c /2 , ( c+1) /2 ; s2 )  

by choosing d = c + 1/2 and d = 3/2- c, respectively. H 

PROPOSITION 3.2. Let a, b be such that a > 1/2,O < b < a- 1/2, and let Do, 
rl, d l  be independent random variables with respective laws 

Then Do - I''+Al. 
Proof, The Laplace transform of Do and Ti + d l  are written by using the 

bypergeometrical functions 

3 F 2 ( 2 a , 2 b , ~ - 1 / 2 ; ~ + b + i / 2 , 2 a - 1 ; ~ )  - 

and - 

1 
7(2F~(b, a-b-1/2; a+b+1/2; s)), (1-s) . 

respectively. The resdt is obtained by application of formula 14, p. 498, in 
Prudnikov et al. (1992), Vol. 3. 

COROLLARY 3.2. Let A,, A,, A,, Ab, A;, Al, be independent random varia- 
bles with respective laws 

Then Ao--Al+Az and Ab-A;+&. ' 
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Proof.  We use again formula 14, p. 498, in Prudnikov et al. (19921, Vol. 3, 
with argument s2: 

as an identity for the Laplace transforms of the lambda laws of ~ b ; '  and 
A:'] + A';'. By chposing a = b + 1, b = 1 and a = b + 2, b = 2, respectively, we 
obtain the4qsserthn. 

PROPOSITION 3.3. Let a, b be such that a > 0, 1/2 < b < a+.1/2 and let Do, 
r', A ,  be independent random variables with respective laws 

D(Za+l,  b+1/2; 2a-b+3/2), D ( 1 ;  -), D ( 2 a ,  a f l ,  b-1/2; a ,  2a-b+3/2). 

Then Do -T i+Al .  

Proof. The Laplace transform of Do and T' + A ,  are written by using the 
hypergeometrical functions 

and - 

1 
- (3~2(2a ,  a + $ ,  b-1/2; a ,  Za-b+3/2; s)), 
1-s 

respectively. The result is obtained by application of formula 15, p. 498, in 
Prudnikov et al. (1992), Vol. 3. H 

4. PRODUCTS OF ONE DUFRESNE VARIABLE 
BY SUMS OF TWO DUFRESNE VARIABLES WITH THE S A M E  LAW 

AS THE SUM OF TWO OTHER DUFRESNE VARIABLES - 

- 
PROPOSITION 4.1. Consider the following eight independent Dufresne varia- 

bles with respective laws: 
D3 - D (1, 1, 1 ; 2 ,  2), i.e. multiplicative convolution of an exponential dis- 

tribution by two uniform distributions; 
A 2  -- D ( 1 ,  1; 3/2); 
A3,*, 43,1, A3,2 -- D (1, 1 ,  1; 3/2, 2), i.e. multiplicative convolution of 

a unz$orrn distribution b y  D (1 ,  1  ; 3/2); 

" Dl,l - D(2;  5/21? i.e. Pz,1,2; 

D1,2 D(2; 3), i-e. 82,1; 
Do'-  D(1; -), i.e. an exponential distribution. 

3 - PAMS 25.1 
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Then 

Proof .  The Laplace transform of the product of a beta distribution by the 
sum of Dufresne variables can be written as the Euler integral defining the 
Kampk de Fkriet series, i.e. 

F:;& 
a+b: (4; (d'); 

- 
l 1  -- J a - 1  (1 - $-' ( c ~ D  ((c); ( d ) ;  SX) C ~ D f  ( (= I ) ;  (d'); SX)) d~ 

B (a, b) 0 

(see Exton (1978), p. 39, formula 2.1.5.7). Krupnikov (2001) gives the following 
reduction formula: 

whence we can derive the result, iterating the previous integral relation. For 
that purpose, see Exton (1978), p. 184, formula A 1-2-100, we write 

-Using another reduction formula given by Krupnikov (2001): 

we obtain the second result. EI 

PROPOSITION 4.2. Let a, b, c, d be positiue real numbers such that c < a < 
b + c and consider the following five independent Dufresne random variables with 
respective laws: 

D3 D(c, d; a); 
e D2 N D(b; -), i.e. y,; 

Dl - D (a; b + c), i.e. 
D; - D(b+c+d-a, c; b+c); 
D; - D(a-c; -), i.e. y ,-,. 
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Then 

Proof. The Laplace transform of Dl ( D ,  + D 3 )  is given (see the integral 
representation of the previous proposition) by the following Kampb de Feriet 
series: 

[ 
a: 6 ;  c ,  d ;  

F;;;;; 
b + c :  - a; 3, S], 

which c a ~ b e  reduced-- to ,F,(a-c; - ; s) 2Fl (b +c+d-a, c; b f c ;  3). We 
thank E. D,bKrupnikov for this remark (personal communication). ra 

P R O ~ I T I ~ N  4.3. Let us consider the following five indeperidwt Dufresne 
random variables with respectizre laws: 

Dl -- D(2c; 1+2c), i.e. f l Z c , l ;  
D ,  - D(e;  6); 
D , ,D; ,D ' , -D(c , s ; l+c ,B) ,  where = a l  . a and b =  

(bl , . - 5  b,J. 
Then 

Proof. The Laplace transform of Dl (D2 + D,) is given (see the integral 
representation of Proposition 4.1) by the following KampC de Fkriet series: 

which can be reduced to (r+2R+ (c, a ;  C +  1 ,  6; s ) ) ~ .  We thank E. D. Krup- 
nikov for this remark (personal communication). 

COROLLARY 4.1. Let US consider the following five independent mono- and 
bilateral Dufiesne random variables with respective laws: 

Dl D ( 2 ~ ;  1 + 2c), i.e. /3,,,; - 
" A2 &+l (a; b); - 

* A 3 ,  A;, Al, &(a; b), where a and b are of length r. 
Then 

(4.9) Dl (A2 +A3)  A; -I- A;. 

Proof. The Laplace transform of Dl (A, + A,) is given b y  the following 
Kamp& de FCriet series: 

which, as before, can be reduced to IZr+ (c, a/2, (a + 1)/2; b/2, (b + 1112; s2))'. m 
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5. RANDOM DIFFERENCE EQUATIONS 

We present now a series of examples concerning the random induction: 

X ~ + I N A ~ ( X ~ + Y , ) ,   EN, 

where X,, 'Y, are independent Dufresne random variables and A, are products 
of independent beta variables. 

PROPOSITION 5.1. Ler 0 < a < 1, where a # 1/2. Let X,, x ,  A,, B, be in- 
dependent random uizriabfes with respective laws: 

b 

X, - D(a, a+1/2; 2a), - D(1-a,  3/2-a; 2(1-a)) 

and 

A, - D(a, a-1/2; 1,  2a) for 1/2 < a < 1,  

B, - ~ ( a ,  1/2-a; 1, 2(1-a))  for 0 < a < 1/2. 

Then for 112 < a < 1 

and for 0 < a < 1/2 

(5.2) Y.+ I - Bn(Xn+ Y.1- 
P r o  of. The Laplace transform of A, (X, + Y,) is given (see the integral 

representation of the previous proposition) by the following KampC de Ftriet 
series: 

which can be reduced to 2Fl (a ,  a+ 1/2; 2a; s) according to- Srivastava and 
. Karlsson (19851, p. 32, equation (51). The Laplace transform of B,iXn+ Y,) is 
reduced to ,F1 (1 -a, 3/2-a; 211 -a); s). 

PROPOSI~ON 5.2. Let a > 0, b > 0, and max (a,  b) < c < a + b. Let X,, Y,, 
A, be independent random variables with respective laws: 

D(Q,  b; c), D(c-a-b; -), D(a, b ;  c-a, c-b). 

Then 

Proof. The Laplace transform of A, (Xn+ Y,) is given (see the inte- 
gral representation in Proposition 4.1) by the following Kampe de FCriet 



Sums o$ Dufiesne rundom variables 33 

series: 
u , b ;  c-a-b; 

c-b, c-a: c; - , 

which can be reduced to ,F1 (a, b; c ;  s) according to Srivastava and Karlsson 
(1985), p, 28, equation (34). rn 

PROPOSITION 5.3. Let la > 0 and b > 0 be such that 112 4 a+ b < 1. Let 
X,,, x ,  A, be independent random variables with respective laws: 

Then 

Proof. The Laplace transform of A,(X,+Y,)  is given (see the integral 
representation in Proposition 4.1) by 

which can be reduced to *F1 (a,  b; a+ b + 112; s) according to Srivastava and 
I 

Karlsson (1985), p. 29, equation (37). H 

PROPOSITION 5.4. Let 0 < a < 1[2 and 1 < b < 1 +2a. Let X,,, Y,, A, be 
independent Dlsfesne randorn variables of respective laws 

Then 

(5-8) Xn+l An(Xn+ Y,) 

for 1/2 > a > O  and 1 < b  < l f 2 a .  

P r o  of. The Laplace transform of A, (X, + I.',) is given (see the integral 
representation in Proposition 4.1) by the following KampC de Fkriet series: 

which can be reduced to ,F1 (a,  b - 1 ; a + b - 112; s) according to Srivastava 
and Karlsson (1985), p. 29, equation (39). 

PROPOSI~ON 5.5. Let a ,  b > 1/2. Let X,, I.',, A, be independent Dufresne 
random variables with respective laws: 



Then 

(5.10) xn+~ c ~ A n f X n +  Y,). 

P r o o f.*The Laplace transform of A, (X, + Y,) is given (see the integral 
representation in Proposition 4.1) by the following Kampk de Fkriet series: 

which e n  be reduced to ,F' (a + 112, b + 1/2; a + b + 1/2; s) according to Srivas- 
tava and Karlsson (1985), p. 30, equation (40). 

PROPOSITION 5.6. Let 0 < 26 < a < b + 1. Let X,, 'Y,, A, be independent 
Dufresne random variables with respective laws: 

i.e. exponential random variables, and 

i.e. products of three independent beta variables. Then 

Proof.  The Laplace transform of A, ( X ,  + x',) is given (see the integral 
representation in Proposition 4.1) by the following KampC de FCriet series: 

(5.13) 
a ,b , l+a /2 :  a , l+a /2 ,b ;  1; 

F;;;;: 
l + a ,  l + b ,  a/2: a/2, I-b+a; -; 

which can be reduced to ,F2 (a,  1 + 4 2 ,  b; 1 +a - b ,  a/2; s) according to Lavoie 
and Grondin (1994), p. 395, equation (7). ar 

PROPOSITION 5.7. Let O<2b  < a < b+l ,  b + c < a ,  c>O. Let X,, Y,, 
-An be independent Dufresne random variables with respective laws: 

D(a,  l+a/2 ,  b, c,  a-b-c; l+a-b ,  l+a-c ,  l + b + c ,  a/2), D ( l ;  -), 
. -. - 

i.e. exponential random variables, and 

D(a,  by  1+a/2, c ,  a-b-c; a + b + l ,  b+a/2, 2+3a/2, 2 c f 1 ,  1 +2(a-b-c)), 

i.e. products of five independent beta variables. Then 

(5.14) xn+~ -An(Xn+ K)- 
P r o  of. The Laplace transform of A, ( X n  + I",) is given (see the integraI 

representation in Proposition 4.1) by the following KampC de FCriet series: 

a, b, l+a/2, c, a-b-c: 
(5.15) F : ; ~ ; [  

a ,  l+a/2, b, c, a-b-c; 

l+a, l + b ,  a/2, l+c, l+a-b-c: l+a-b, lfa-c, l+b+c, a/2; 
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which can be reduced to 

according to Lavoie and Grondin (1994), p. 398, equation (16). 

PROPOSITION 5.8. Let 0 < b < c < a < b + 1. Let X,, Y,, A, be independent 
Duiesne random variables with respective laws: 

(they are exponential vmiates) and 

A, -- ~ ( a ,  b,'l+ab/(a+b-c); a+b+l,  b(l  +a/(a+b-c)), 2+a(l+b/(a+b-el)) 

(a product of three independent beta variables). Then 

P r o  of. The Laplace transform of A, (Xn + Y,) is given. (see integral re- 
presentation in Proposition 4.1) by the following Kampb de FCriet series: 

which can be reduced to ,F2(a, b, I +ab/(a + b -c); 1 + c ,  ab/(a + b-c); s) ac- 
cording to Lavoie and Grondin (1994), p. 397, equation (13). ra 

In the next corollary we offer an example among other possible choices of 
interrelations between the parameters a, b, c when they fulfill the reduction 
formula (5.1 9) below. 

COROLLAR% 5.1. Let b > 0, a+b > c, a = b+1/2, c =  b+& J2b+l and 
let X,, Y,, A, be independent mono- and bilaterai Dufresne random variables such 
that- 

(they are double exponential random variables) and - 

(a product of three independent beta variables). Then 

P r o  of. The Laplace transform of An(X,  + YJ is given by the following 
KampC de FCriet series: 
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which can be reduced to 3F2(a, b, 1 +ab/(a+ b-c); 1 +c, ab/(a+ b-c); s2) ac- 
cording to the previous reference. rn 

6, RANDOM ARITHMETICAL ENCOUNTERS OF THIRD KIND 

In this section we consider four independent random variables B,, B2, G I ,  
G2 with beta distribution of third kind and gamma distribution, and we give 
the distributions of the random variables Z = (GI G2) (B1 + B Z )  for some values 
of the parameters. -- 

PRO~SITION 6.1. Let a, b, g l ,  g Z  be positive numbers, B1, B 2 ,  G I ,  G 2  be 
positive independent random variables such that Gj - ygl, j = 1 ,  2, and put 
Z = (GI G2) (B ,  + B,) and FZ (s) = E (ei"Z). T h ~ n :  

If B1 " 1/2,a + 112 and .ld2 pi"! l j 2 , b  + 1 / 2 3  then 

(6.1) F ~ ( s ) = ~ F ~ ( g ~ , g ~ , ~ ( a + b ) , ~ ( a + b ) + l ; a + l / 2 ,  b+1/2 ,a+b;  -s2). 

In particular: 
( 1 )  for g,  = 1/2, b = 0 we have Z - Rg2(a; 2u); 
(2) for g 1  = 3/2, b = 1 we have Z - Ag2 (a + 1 ; 2a + 1). 

Proof.  The Fourier transform of B1+B2 is 

this equality comes from Erdelyi et al. (1954), p. 185, formula 2. Therefore 

From Gradsteyn and Ryzhyk (198O), formula 7.52.9, we get (6.44). Replacing 
the parameters by the indicated values and using the possible reduction of 
.F3 to the canonical form 3F2 of the lambda law, we complete the proof of parts 
(1) and (2). H 

PROPOSITION 6.2. Let a, b be positive numbers and let G I ,  G2; G;, G; be 
four ganama independent random variables with respective parameters a, b; a, b. 
If Go - is independent of the lambda variable A. - I ,  (b; b+ 1/2), then 

$(GI Gz-G; GIz) - G i  A,. 

Proof.  The Laplace transforms of GI G2 and G; G; are ,FO (a,  b;  - ; s); 
the Laplace transform of the half of their difference is 

a+b a+b+l 
(6.2) ,FO (a, b; - ; s/2) 2Fo (a, b; - ; -s/2) = $1 
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this equality comes from Erdelyi et al. (1954), p. 186, formula 4. Therefore for 
the Laplace transform 

L (s) = 1 e-xX"'b-l *F1 ( a ,  b; a + b ;  ( ~ s ) ~ ) d x d ~ .  
G ~ A O  T ( a + b j  

From Gradsteyn and Ryzhyk (1980), formula 7.525.1, we get the right-hand 
side of the previous relation, which completes the proof. ra 

PROPOSITION 6.3. Let d  be a positive parameter and assume that 

B1 D(l; 2+d/2) ,  P l . l + d j 2 ;  

a G1 D(2;  -), i.e. y,; 
Gz - D ( d ;  -1, i.e. yd; 

* Go - D(1;  -), ins. an exponential variable; 
D o - D ( l + d , d / 2 ; 2 + d / 2 ) .  

Then 

PI oof. The Laplace transform of the product of a beta variable and the 
difference of two gamma variables B1 (Gz- GI) is 

(see Exton (19781, p. 39, formula 2.1.5.7). Therefore using the transformation of 
the Kampk de Fkriet functions: 

(see Exton (19781, p. 39, formula 2.1.5.7) we reduce it for a = 1 +d/2,  c = 2, 
b = 1 to the form 

a +  b -c :  1 + d / 2 ,  d ;  1 ;  
a + b :  4 2 ;  - -s, s] = ,F , ( l+d ,  a + b - C ;  o + b ;  S) 

3 

according to Lavoie and Grondin (1994). Thus the proof is completed. Note 
that d = 2 is the only symmetrical case. B 
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7. SUMMARY TABLES 

Then for all these cases: 

(7-1) Do - D ; + D ; .  

parameters 
conditions 

a > 112 
O<b<a-112 

a > 0 
1/2 < b <  a+1/2 

- .  

b 

I parameters 
conditions 

parameters 
conditions 

law 
Do 

2a, 2b, a-  1/2 
a+b+1/2, 2a-1 

2a+1, b+1/2 
2a-b+3/2 

-- law 
AD 

4(3; 6) 
8(7; 13) 

law law law law 

Dl D2 D; 4 
a, b l -a ,  l - b  c-a, c-b a f l - c ,  b f l - c  
C 2-c C 2-c 

law law law law 

4 A2 A; 4 

Then for all these cases: 

law 
& 

b 
- 

1 
- 

law 
n; 

I ( - - ;  -1 
2 ( - ;  -1 

law 
D; 

b, a-b-1/2 
a+b+1/2 

2a, a f l ,  b-1/2 
a, a-b+3/2 

law 
n; 

3(1; 6) 
6(3; 12) 

law 

Dl 

parameters 
conditions 

O < d , c < a < b + c  

c, a, b > 0 

parameters 
conditions 

law 

A2 

law 

Dl 

2;  512 

2;  3 

a, b+c 

2c; 1+2c 

law 

Dl 

law 

D3 

law 

A3 

law 
. -  D; 
1, 1; 3/2 

1, 1, 1; 3/2, 2 

a-c; - 

c, a; l+c ,  b 

law 

"'I 

law 

D; 

law 

A', I 
Note. a and b are of length r+  1 and r, respectively. 
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Then for all these cases: 

(7.31 D 1 ( D 2 + D 3 )  D ; + D ; .  

-- -- 
ThenX1fpr h these cases: 

law of A, 

n e b ;  2a) 

Ag(a+l; 2 a t 1 )  

Then for all these cases: 

(7.5) )(GI G Z - G ; G ) - -  G i n o .  

law of G, 

g; - 

9 ;  - 

law of GI 

a 

Then for all these cases: 

(7.6) B1 (G2-GI) - Do-Go.  

law of G, 

1/2; - 

3/2; - 

law of G; 

n 

law of B, 

1, l + d / 2  

law of A, 

112.112 
b(31 

j r 3 1  312.912 

law of G, 

law of G, 

2 

law of A, 

Bh3) i / Z , a +  112 

,9(3) =+ 1 1 2 , ~ +  112 

law of G', 

law of G, 

d 

law of Go 

b- 

law of Go 

1 

law of A, 

a+b b 

law of D, 

1 + d, d/2; 2 + d/2 

R ,  (b;  b + 1/2) 
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Then for all these cases: 
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