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#### Abstract

The present paper treats of discrete-time stationary models of stochastic games with an abstract measurable state space and separable metric action spaces. Under different assumptions on the state space, action spaces, the reward function, and the law of motion (assumptions $\left(\mathbf{M}_{1}\right),\left(\mathbf{M}_{2}\right),\left(\mathbf{M}_{3}\right)$, a full solution of the finite horizon models is given. To ensure the existence of value in the infinite horizon models we impose some convergence conditions (conditions (D) and (P)) on the expected rewards, thus including the discounted case. The proofs of the existence of optimal (or $\varepsilon$ optimal) strategies for both players rely on iterative, finite horizon to infinite horizon methods.


Introduction. Stochastic games were introduced by Shapley [26] who assumed that the state space $S$ and the action spaces $X$ and $Y$ of players $I$ and II, respectively, are finite sets. He also assumed that each play would terminate in a finite number of stages with probability one and he considered stationary strategies only. Maitra and Parthasarathy studied in [17] and [18] two kinds of stochastic games with an infinite number of stages: discounted stochastic games where the reward function is bounded and there is discounting and positive stochastic games where the reward function is bounded and non-negative. In [17] and [18] Maitra and Parthasarathy were the first ones to consider the discounted stochastic games under the assumption that $S, X$, and $Y$ are uncountable sets. More precisely, they assumed that $S, X$, and $Y$ are compact metric spaces and the reward function and the law of motion satisfy some continuity requirements. More general results for discounted stochastic games with a standard Borel space of states and compact metric spaces of actions may be found in [3], [8], and [12]. Models of positive stochastic games with finite action spaces and a standard

Borel state space were first studied by Frid [5] and subsequently by Himmelberg et al. [8]. Stochastic games with unbounded reward function, metric state space and compact metric spaces of actions and under a convergence assumption which is more general than discounting were recently studied by Couwenbergh in [3]. He imposed similar continuity assumptions on the reward function and on the law of motion as Himmelberg et al. in [8], Idzik in [12], and Parthasarathy in [22].

The aim of this paper is to study stochastic games under a similar convergence assumption as in [3] (cf. Section 2, condition (D)) and positive stochastic games under a natural integrability condition (cf. Section 2, condition (P)). We consider three models ( $\left(M_{1}\right),\left(M_{2}\right),\left(M_{3}\right)$ ) of stochastic games which differ themselves in the assumptions imposed on the state space, the action spaces, the reward function, and the law of motion. From the point of view of the assumptions. involved these models are new. For each of the models $\left(M_{1}\right),\left(M_{2}\right),\left(M_{3}\right)$ of the game with finite number of stages we obtain the existence of value and optimal Markov strategies for both players (Theorem 4.1). In Section 5 we show that under the assumption (D) the stochastic game has a value (Theorem 5.1) and both players have optimal stationary strategies (Theorem 5.4). The results obtained generalize and complete numerous earlier results on discounted stochastic games. More detailed discussion will be presented in the sequel. The study of positive stochastic games is postponed to part II of this paper [20].

The basic tools of this paper are topologies on spaces of probability measures, semi-continuous functions, multifunctions, measurable selections, and the uniformization of Borel and analytic sets (see Section 1).

1. Preliminaries. Throughout this section, we assume $(S, \mathscr{P}$ ) to be a measurable space and $X$ to be a separable metric space endowed with the $\sigma$-algebra $\mathscr{B}(X)$ of its Borel subsets. Let $R$ denote the set of real numbers. We write $M(S)$ for the set of all measurable functions $u: S \rightarrow R$, and $B(S)$ for the set of all functions in $M(S)$ which are bounded. By $C(X)$ we denote the set of all continuous functions in $B(X)$ and by $\tilde{C}(X)(\underset{\sim}{C}(X))$ the set of all upper semi - continuous (lower semi-continuous) functions in $B(X)$.

We shall need the following
Lemma 1.1 (cf. [25], Proposition 10.1). Let $u_{n} \in \underset{\sim}{\boldsymbol{C}}(X), n \geqslant 1$, and let $u_{n}(x)$ $\geqslant u_{m}(x)$ for $n \geqslant m$ and $x \in X$. Assume that the limit

$$
u(x):=\lim _{n} u_{n}(x)
$$

exists for each $x \in X$. Then $u \in \underset{\sim}{C}(X)$ and, for each $x \in X$,

$$
\lim _{n} \inf _{x \in X} u_{n}(x)=\inf _{x \in X} \lim _{n} u_{n}(x)
$$

provided that $X$ is compact.

Denote by $P(S)$ the set of all probability measures on $(S, \mathscr{S})$. Given any $\mathscr{F} \subset B(S)$ we may endow $P(S)$ with the $\mathscr{F}$-topology defined as the coarsest topology in which all mappings $\mu \rightarrow \int u d \mu, u \in \mathscr{F}$, are continuous. A net $\left\{\mu_{a}\right\}$ will converge to $\mu_{0}$ in the $\mathscr{F}$-topology if and only if $\int u d \mu_{\alpha} \rightarrow \int u d \mu_{0}$ for each $u \in \mathscr{F}$. In the case of $\mathscr{F}=C(X)$, the $\mathscr{F}$-topology on $P(X)$ is called the $w$ topology (weak topology). In the case of $\mathscr{F}=B(S)$, the $\mathscr{F}$-topology on $P(S)$ is called the $s$-topology (strong topology).

From the theorem of Dini and Theorem 2.6 of [6] we obtain the following

Lemma 1.2 For any $D \subset P(S)$, the following statements are equivalent:
(i) $D$-is relatively compact in the $s$-topology;
(ii) For any sequence $\left\{u_{n}\right\}$ in $B(S)$ which decreases to 0 ,

$$
\int u_{n} d \mu \rightarrow 0 \text { as } n \rightarrow \infty, \text { uniformly in } \mu \in D .
$$

For any separable metric space $X$, we shall assume that the set $P(X)$ is endowed with the w-topology. Then $P(X)$ is also a separable metric space (cf. [21], Theorem II 6.2).

Lemma 1.3. The $\sigma$-algebra $\mathscr{B}(P(X))$ of all Borel subsets of $P(X)$ coincides with the smallest $\sigma$-algebra on $P(X)$ such that, for each $E \in \mathscr{B}(X)$, the mapping $\mu \rightarrow \mu(E)$ is measurable.

A proof of this fact can be found in [24].
A separable metric space $X$ is called a Polish space if $X$ is complete. $X$ is called an SB-space (standard Borel space) if $X$ is a Borel subset of a Polish space. $X$ is called an analytic space if $X$ is a continuous image of a Polish space. For a detailed discussion see [14].

We have the following facts:
(1.1) if $X$ is Polish, then $P(X)$ is Polish (cf. [21], Theorem II 6.5);
(1.2) if $X$ is compact, then $P(X)$ is compact (cf. [21], Theorem II 6.4);
(1.3). if $X$ is an SB-space, then $P(X)$ is an SB-space (cf. [10], p. 91);
(1.4) if $X$ is analytic, so is $P(X)$ (cf. [2], p. 933).

The following lemma can be obtained directly from the theorem of Baire and the bounded convergence theorem.

Lemma 1.4. If $u \in \tilde{C}(X)$, then the mapping $\mu \rightarrow \int u d \mu$ defined on $P(X)$ is upper semi-continuous.

Using Lemma 1.4 and Fatou's lemma we obtain
Lemma 1.5. Let $X$ and $Y$ be separable metric spaces. Let $u: X \times Y \rightarrow R$ be $a$ bounded Borel measurable function such that $u(\cdot, y) \in \tilde{C}(X)$ for each $y \in Y$ and $u(x, \cdot) \in \underset{\sim}{C}(Y)$ for each $x \in X$. Then the mapping $\hat{u}: P(X) \times P(Y) \rightarrow R$ defined by

$$
\hat{u}(\mu, \lambda)=\int_{X} \int_{Y} u(x, y) d \mu d \lambda
$$

is such that
$\hat{u}(\mu, \cdot) \in \underset{\sim}{C}(P(Y))$ for each $\mu \in P(X)$ and $\hat{u}(\cdot, \lambda) \in \tilde{C}(P(X))$ for each $\lambda \in P(Y)$.
Lemma 1.6. Let $X$ and $Y$ be separable metric spaces. Let $(S, \mathscr{S})$ be a measurable space. Assume that $u: S \times X \times Y \rightarrow R$ is an $(\mathscr{S} \otimes \mathscr{B}(X) \otimes \mathscr{B}(Y))$ measurable function such that $u(s, \cdot, \cdot)$ is bounded for each $s \in S$. Then the mapping $\hat{u}: S \times P(X) \times P(Y) \rightarrow R$ defined by

$$
\hat{u}(s, \mu, \lambda)=\int_{X} \int_{Y} u(s, x, y) d \mu d \lambda
$$

is an $(\mathscr{S} \otimes \mathscr{B}(P(X)) \otimes \mathscr{B}(P(Y)))$-measurable function.
Proof. If $u$ is the characteristic function of the set $E_{1} \times E_{2} \times E_{3}$, where $E_{1} \in \mathscr{S}, E_{2} \in \mathscr{B}(X), E_{3} \in \mathscr{B}(Y)$, then the lemma follows immediately from Lemma 1.3. The rest of the proof is similar to that of Lemma 12.2 in [10].

Denote by $\mathscr{P}(X), \mathscr{F}(X)$, and $\mathscr{K}(X)$ the sets of all non-empty, all nonempty closed, and all non-empty compact subsets, respectively, of a separable metric space $X$.

A function $F: S \rightarrow \mathscr{P}(X)$ is called a multifunction. A multifunction $F$ is said to be measurable if

$$
F^{-1}(U)=\{s \in S: F(s) \cap U \neq \varnothing\} \in \mathscr{S}
$$

whenever $U \subset X$ is open.
A selection of $F$ is a function $f: S \rightarrow X$ such that $f(s) \in F(s)$ for each $s \in S$. If $F: S \rightarrow \mathscr{P}(X)$ is a measurable multifunction with complete values, then by the theorem of Kuratowski and Ryll-Nardzewski $F$ admits a measurable selection (cf. [15], Theorem 1). We denote by $\mathscr{S}_{F}$ the set of all measurable selections of a multifunction $F$.

The graph of $F: S \rightarrow \mathscr{P}(X)$ is defined by

$$
\operatorname{Gr} F=\{(s, x): x \in F(s)\}
$$

We say that $F$ has a measurable graph if $\mathrm{Gr} F \in \mathscr{P} \otimes \mathscr{B}(X)$.
Lemma 1.7 (cf. [9], Theorem 3). Assume that $X$ and Y are SB-spaces. Let $F: X \rightarrow \mathscr{K}(Y)$. Then the following statements are equivalent:
(i) $F$ has a measurable graph;
(ii) $F$ is measurable.

Lemma 1.8 (cf. [28], Theorem 4.2). Let ( $S, \mathscr{S}$ ) be a measurable space such that $\mathscr{S}$ is closed with respect to the Suslin operation. Let $X$ be a metric analytic space and $F: S \rightarrow \mathscr{\mathscr { F }}(X)$. Then the following statements are equivalent:
(i) $F$ has a measurable graph;
(ii) $F$ is measurable.

Lemma 1.9 (cf. [16], Theorem 5.5). Let ( $S, \mathscr{S}$ ) be a measurable space such that $\mathscr{S}$ is closed with respect to the Suslin operation. Let $X$ be an analytic
space and let $E \in \mathscr{S} \otimes \mathscr{B}(X)$. Then $\operatorname{proj}_{s} E \in \mathscr{S}$, where projs is the projection from $S \times X$ into $S$.

Lemma 1.10. Let $(S, \mathscr{S})$ be a measurable space and $X$ a separable metric space. Let $F: S \rightarrow \mathscr{K}(X)$ be a measurable multifunction. Assume that u: $S \times X$ $\rightarrow R$ is an $(\mathscr{S} \otimes \mathscr{B}(X))$-measurable function such that $u(s, \cdot) \in C(F(s))\left({ }^{1}\right)$ for each $s \in S$ and put

$$
H(s)=\{x \in F(s): u(s, x) \leqslant w(s)\} \neq \varnothing \quad \text { for each } s \in S
$$

where $w \in M(S)$. Then $H$ is measurable.
Proof. Denote by cl the closure in $X$. Since $F$ has closed (even compact) values, by Theorem 5.6 of [7] there is a sequence $\left\{f_{m}\right\}$ of measurable selections of $F$ such that $F(s)=\operatorname{cl}\left\{f_{m}(s)\right\}$ for all $s \in S$.

Now, for each $n \geqslant 1$ we define a sequence of sets

$$
E_{n m}=\left\{s: u\left(s, f_{m}(s)\right)<w(s)+1 / n\right\} .
$$

Since $u$ is an $(\mathscr{S} \otimes \mathscr{B}(X))$-measurable function, $w \in M(S)$, and $u(s, \cdot) \in C(F(s))$ for each $s \in S$, we have $E_{n m} \in \mathscr{S}$ for $n, m \geqslant 1$ and, moreover, we may assume without loss of generality that $E_{n m} \neq \varnothing$ for each $n, m \geqslant 1$.

Define $C_{n}(s)=\left\{f_{k}(s): s \in E_{n k}\right\}$ for each $n \geqslant 1$ and each $s \in S$. Let $U \subset X$ be an open set. Then

$$
C_{n}^{-1}(U)=\left\{s: C_{n}(s) \cap U \neq \varnothing\right\}=\bigcup_{k=1}^{\infty} E_{n k} \cap\left\{s: f_{k}(s) \in U\right\} \in \mathscr{S}
$$

and, consequently, $C_{n}$ is a measurable multifunction for each $n \geqslant 1$. Now, we note that $C_{n}(s) \subset F(s)$ for each $s \in S$. This and Theorems 4.1 and 5.6 of [7] imply that $D(s)=\bigcap_{n=1}^{\infty} \mathrm{cl} C_{n}(s)$ is a measurable multifunction. It is easy to see that $H(s)=D(s)$ for each $s \in S$, which completes the proof.

For any multifunction $F: S \rightarrow \mathscr{K}(X)$ we define the multifunction $G: S$ $\rightarrow \mathscr{P}(P(X))$ as $G(s)=P(F(s))$ for each $s \in S$.

We have the following
Lemma 1.11. Assume that $P(X)$ is endowed with the $w$-topology. Then $G$ is compact-valued and if $F$ is measurable, so is $G$.

Proof. Since $X$ is a separable metric space, so is $P(X)$ with the wtopology [21] and, by (1.2), $G$ is compact-valued. Let $F$ be a measurable multifunction. By Theorem 5.6 of [7] there is a sequence $\left\{f_{n}\right\}$ of measurable functions $f_{n}: S \rightarrow X$ such that $F(s)=\mathrm{cl}\left\{f_{n}(s)\right\}$ for each $s \in S$. It is clear that each $f_{n}, n \geqslant 1$, is measurable as a function $f_{n}: S \rightarrow P(X)$. Let $Q$ be the set of all sequences ( $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}, \ldots$ ) of non-negative rational numbers such that

[^0]all but finitely many $\lambda_{n}$ 's are 0 and $\sum_{n} \lambda_{n}=1$. Let $\left\{\lambda_{n}\right\} \in Q$. Then there is a finite sequence $\lambda_{n_{1}}, \lambda_{n_{2}}, \ldots, \lambda_{n_{k}}$ of rational numbers such that
$$
\lambda_{n_{m}}>0, m=1,2, \ldots, k, \quad \text { and } \quad \sum_{m=1}^{k} \lambda_{n_{m}}=1
$$

By $\sum_{n} \lambda_{n} f_{n}(s)$ we denote a probability measure $\mu$ on $\mathscr{B}(X)$ with finite support $f_{n_{1}}(s), f_{n_{2}}(s), \ldots, f_{n_{k}}(s)$ such that $f_{n_{m}}(s)=\lambda_{n_{m}}, m=1,2, \ldots, k$. It is clear that for each $\left\{\lambda_{n}\right\} \in Q$ the function $\sum_{n} \lambda_{n} f_{n}$, as a function from $S$ into $P(X)$, is measurable. Since the set $Q$ is countable, so is $V=\left\{\sum_{n} \lambda_{n} f_{n}:\left\{\lambda_{n}\right\} \in Q\right\}$. Let

$$
V(s)=\left\{\sum_{n} \lambda_{n} f_{n}(s):\left\{\lambda_{n}\right\} \in Q\right\} \quad \text { for each } s \in S
$$

By Theorem 5.6 of [7], the closure $\mathrm{cl} V(s)$ in the w -topology of $P(X)$ is a measurable multifunction. By Theorem II. 6.3 of [21] we know that $G(s)$ $=\operatorname{cl} V(s)$ for each $s \in S$, which completes the proof.

For any two measurable spaces $\left(S_{1}, \mathscr{S}_{1}\right)$ and $\left(S_{2}, \mathscr{S}_{2}\right)$, let $Q\left(S_{2} \mid S_{1}\right)$ be the set of all conditional probabilities on ( $S_{2}, \mathscr{S}_{2}$ ) given $\left(S_{1}, \mathscr{S}_{1}\right)$, i.e. the set of all functions $q$ on $\mathscr{S}_{2} \times S_{1}$ such that $q(E \mid \cdot) \in B\left(S_{1}\right)$ for each $E \in \mathscr{S}_{2}$ and $q(\cdot \mid s) \in P\left(S_{2}\right)$ for each $s \in S_{1}$ or, equivalently, the set of all functions $q: S_{1}$ $\rightarrow P\left(S_{2}\right)$ such that the mappings $s \rightarrow q(E \mid s)$ are measurable for each $E \in \mathscr{S}_{2}$. If $Y$ is a metric space and $P(Y)$ is endowed with the $w$-topology, then every measurable function $q: S \rightarrow P(Y)$ is a conditional probability on $Y$ given $(S, \mathscr{S})$. If $Y$ is also separable, then $q: S \rightarrow P(Y)$ is a conditional probability on $Y$, given ( $S, \mathscr{S}$ ), if and only if $q$ is measurable (cf. [24], Lemma 6.1, and [4], Theorems 2.1 and 3.1).

Let $\left\{\left(S_{i}, \mathscr{S}_{i}\right)\right\}, i=1,2, \ldots, n$, be measurable spaces. We denote by $M\left(S_{1}\right.$ $\left.\times S_{2} \ldots \times S_{n}\right)$ the set of all $\left(\mathscr{S}_{1} \otimes \mathscr{S}_{2} \otimes \ldots \otimes \mathscr{S}_{n}\right)$-measurable (product measurable) functions defined on the Cartesian product $S_{1} \times S_{2} \times \ldots \times S_{n}$. By $B\left(S_{1} \times S_{2} \times \ldots \times S_{n}\right)$ we denote the set of all bounded functions in $M\left(S_{1}\right.$ $\times S_{2} \times \ldots \times S_{n}$ ).
2. Model formulation. The background for a zero-sum stochastic game may be provided by a two-person stochastic control system

$$
\langle(S, \mathscr{S}), X, Y, A, B, r, q, \beta\rangle
$$

where
(2.1) ( $S, \mathscr{\mathscr { O }}$ ) is an abstract measurable space, $S$ being a non-empty set of states of the system;
(2.2) $\quad X$ and $Y$ are separable metric spaces of actions of players I and II, respectively;
(2.3) $\quad A: S \rightarrow \mathscr{K}(X)$ and $B: S \rightarrow \mathscr{K}(Y)$ are measurable, $A(s)$ and $B(s)$ being the sets of all admissible actions to players I and II, respectively, when the system is at the state $s$;
$r \in B(S \times X \times Y)$ is the reward function;
$q \in Q(S \mid S \times X \times Y)$ is the law of motion of the system;
$\beta \geqslant 0$ is the discount factor.
Periodically, players I and II observe the current state $s$ of the system and choose actions $x \in A(s)$ and $y \in B(s)$, respectively; the choice of the actions is made with full knowledge of the history of the system, which has been evolved to the present. As a consequence of the actions chosen by the players, two things happen: player II pays player I $r(s, x, y)$ units and the system moves to a new state $t$ according to the probability distribution $q(\cdot \mid s, x, y)$. The process is then repeated from the new state $t$. Player I maximizes his expected income and player II minimizes his expected loss as the game proceeds over the infinite future. (These notions will be defined more carefully below.)

Let us set $P_{A}(s)=P(A(s))$ and $P_{B}(s)=P(B(s))$ for each $s \in S$. Then by Lemma $1.11 P_{A}$ and $P_{B}$ are measurable compact-valued multifunctions.

Put $H_{1}=S$ and $H_{n}=S \times X \times Y \times H_{n-1}$ for $n \geqslant 2$.
A strategy for player $I$ is a sequence $\pi=\left(\pi_{1}, \pi_{2}, \ldots\right)$, where $\pi_{n} \in Q\left(X \mid H_{n}\right)$ for each $n \geqslant 1$ and $\pi_{n}\left(A\left(s_{n}\right) \mid s_{1}, x_{1}, y_{1}, \ldots, s_{n}\right)=1$ for each $\left(s_{1}, x_{1}, y_{1}, \ldots, s_{n}\right)$ $\in H_{n}, n \geqslant 1$. We denote by $\Pi$ the set of all strategies of player I. A strategy $\pi$ is called Markov if $\pi_{n} \in Q(X \mid S)$ for each $n \geqslant 1$, i.e. if each $\pi_{n}$ depends only on the actual state of the system. The set of all Markov strategies of player I will be denoted by $\Pi_{M}$. A strategy $\pi$ is called semi-stationary if $\pi_{n}=f$ for each $n$. $\geqslant 1$, where $f \in Q(X \mid S \times S)$. More precisely, a semi-stationary strategy is a strategy such that the action taken by player I at the $n$-th stage of the play depends only on the initial state and on the $n$-th state. We denote by $\Pi_{s s}$ the set of all semi-stationary strategies of player I. Finally, a stationary strategy $\pi$ of player I is a Markov strategy such that $\pi_{n}=f$ for each $n \geqslant 1$, where $f$ is some measurable selection of the multifunction $P_{A}$. A stationary strategy determined by some $f \in \mathscr{S}_{P_{A}}$ will be denoted by $f^{(\infty)}$. We denote by $\Pi_{s}$ the set of all stationary strategies of player I .

The sets $\Gamma, \Gamma_{M}, \Gamma_{s s}, \Gamma_{s}$ of all strategies, all Markov strategies, all semi stationary strategies, and all stationary strategies, respectively, of player II are defined similarly.

Remark. By Lemma 1.11 and by the selection theorem of Kuratowski and Ryll-Nardzewski ([15], Theorem 1), $\Pi_{s}$ and $\Gamma_{s}$ are non-empty.

Let us set

$$
E_{1}=S \quad \text { and } \quad E_{n}=\operatorname{Gr}(A \times B) \times E_{n-1} \quad \text { for } n \geqslant 2
$$

where $\operatorname{Gr}(A \times B)=\{(s, x, y): x \in A(s)$ and $y \in B(s)\}$. Then $E_{n}$ is the set of all histories of the model up to time $n$. The assumption (2.3) and Theorem 3.5 of [7] imply that, for each $n \geqslant 1, E_{n}$ is a measurable subset of the product space $H_{n}$ endowed with the product $\sigma$-algebra. The set $E$ of all plays of the game is defined by setting

$$
E=\bigcap_{n=1}^{\infty}\left(E_{n} \times X \times Y \times S \times X \times Y \times S \times \ldots\right)
$$

It is clear that $E$ is a measurable subset of the product space

$$
H=S \times X \times Y \times S \times X \times Y \times \ldots
$$

endowed with the product $\sigma$-algebra.
An application of the theorem of Ionescu Tulcea [19] yields that any pair $(\pi, \gamma) \in \Pi \times \Gamma$ together with the law of motion $q$ and $s \in S$ uniquely defines a probability measure $m(\pi, \gamma, s)$ on the product $\sigma$-algebra of $K=X \times Y \times S$ $\times X \times Y \times S \times \ldots$ Moreover, for any non-negative $u \in M(H)$, the expression $\int u d m(\pi, \gamma, \cdot)$ is an $\mathscr{S}$-measurable extended real-valued function. From the definition of $\pi$ and $\gamma$ it follows that if $u$ is the characteristic function of the set $E$, then $\int u d m(\pi, \gamma, s)=1$ for all $s \in S$.

Let $F_{n}=S \times X \times Y \times S \times X \times Y \times \ldots \times S \times X \times Y \quad$ ( $3 n$ factors) and let $u \in B\left(F_{n}\right), n \geqslant 1$. Then for each $\pi, \gamma$, and $s_{1} \in S$ we have

$$
\begin{aligned}
\int u d m\left(\pi, \gamma, s_{1}\right)= & \iiint \ldots \iiint u\left(s_{1}, x_{1}, y_{1}, \ldots, s_{n}, x_{n}, y_{n}\right) \pi_{n}\left(d x_{n} \mid s_{1}, x_{1}, y_{1}, \ldots, s_{n}\right) \times \\
& \times \gamma_{n}\left(d y_{n} \mid s_{1}, x_{1}, y_{1}, \ldots, s_{n}\right) q\left(d s_{n} \mid s_{n-1}, x_{n-1}, y_{n-1}\right) \ldots \times \\
& \times q\left(d s_{2} \mid s_{1}, x_{1}, y_{1}\right) \times \pi_{1}\left(d x_{1} \mid s_{1}\right) \gamma_{1}\left(d y_{1} \mid s_{1}\right) .
\end{aligned}
$$

Now, for each $n \geqslant 1$ and each $h=\left(s_{1}, x_{1}, y_{1}, \ldots, s_{n}, x_{n}, y_{n}\right)$ we define the $n$-stage reward function $v_{n} \in B\left(F_{n}\right)$ as

$$
v_{n}(h)=\sum_{k=1}^{n} \beta^{k-1} r\left(s_{k}, x_{k}, y_{k}\right),
$$

and for any pair ( $\pi, \gamma$ ) we define the expected $n$-stage reward function of $(\pi, \gamma)$ and the initial state $s_{1}$ as

$$
V_{n}(\pi, \gamma)\left(s_{1}\right)=\int v_{n}(h) d m\left(\pi, \gamma, s_{1}\right)
$$

We shall often omit the variable $s_{1}$ in writing the expected reward functions. Let $r_{n}(\pi, \gamma)$ denote the expected reward function at the $n$-th stage, i.e.,

$$
\begin{aligned}
& \quad r_{n}(\pi, \gamma)\left(s_{1}\right) \\
& =\iiint \ldots \iiint r\left(s_{n}, x_{n}, y_{n}\right) \pi_{n}\left(d x_{n} \mid s_{1}, x_{1}, y_{1}, \ldots, s_{n}\right) \gamma_{n}\left(d y_{n} \mid s_{1}, x_{1}, y_{1}, \ldots, s_{n}\right) \times \\
& \quad \times q\left(d s_{n} \mid s_{n-1}, x_{n-1}, y_{n-1}\right) \ldots q\left(d s_{2} \mid s_{1}, x_{1}, y_{1}\right) \pi_{1}\left(d x_{1} \mid s_{1}\right) \gamma_{1}\left(d y_{1} \mid s_{1}\right) .
\end{aligned}
$$

Then

$$
\begin{equation*}
V_{n}(\pi, \gamma)=\sum_{k=1}^{n} \beta^{k-1} r_{k}(\pi, \gamma) \tag{2.7}
\end{equation*}
$$

Put

$$
\bar{v}_{n m}(h)=\sum_{k=n}^{m} \beta^{k-1}\left|r\left(s_{k}, x_{k}, y_{k}\right)\right|
$$

where $h=\left(s_{1}, x_{1}, y_{1}, \ldots, s_{m}, x_{m}, y_{m}\right), m \geqslant n \geqslant 1$. Let us set

$$
R_{n}^{m}(\pi, \gamma)\left(s_{1}\right)=\int \bar{v}_{n m}(h) d m\left(\pi, \gamma, s_{1}\right)
$$

and

$$
z_{n}\left(s_{1}\right)=\sup _{m} \sup _{\pi, \gamma} R_{n}^{m}(\pi, \gamma)\left(s_{1}\right) .
$$

The limit $\lim _{n} V_{n}(\pi, \gamma)$ may also be infinite or may be indefined. In this paper we shall study two cases in which the model is well defined:
(D) $z_{n}(s) \rightarrow 0$ pointwise as $n \rightarrow \infty$;
(P) $r \geqslant 0, \beta=1$, and the structure of the model is such that

$$
\sup _{n} \sup _{\pi, \gamma} V_{n}(\pi, \gamma)(s)<\infty \quad \text { for each } s \in S
$$

Now under ( D ) or ( P ) we define the expected reward function over the infinite future as follows:

$$
V(\pi, \gamma)=\lim _{n} V_{n}(\pi, \gamma)
$$

Remark. Let $r^{+}=\max \{r, 0\}$ and $r^{-}=\min \{r, 0\}$. We define two functions $v^{+}: H \rightarrow R \cup\{\infty\}$ and $v^{-}: H \rightarrow R \cup\{-\infty\}$ by

$$
v^{+}(h)=\sum_{k=1} \beta^{k-1} r^{+}\left(s_{k}, x_{k}, y_{k}\right) \quad \text { and } \quad v^{-}(h)=\sum_{k=1} \beta^{k-1} r^{-}\left(s_{k}, x_{k}, y_{k}\right),
$$

where $h=\left(s_{1}, x_{1}, y_{1}, \ldots\right) \in H$.
We claim that (D) yields

$$
V(\pi, \gamma)=V^{+}(\pi, \gamma)+V^{-}(\pi, \gamma)
$$

and (P) gives $V(\pi, \gamma)=V^{+}(\pi, \gamma)$, where

$$
V^{+}(\pi, \gamma)=\int v^{+}(h) d m(\pi, \gamma) \quad \text { and } \quad V^{-}(\pi, \gamma)=\int v^{-}(h) d m(\pi, \gamma)
$$

Remark. The condition (D) holds in the discounted case, i.e., when $\beta \in[0,1)$, because $r$ is bounded. For results in this direction see [1], [8], [9], [12], [23], etc. Stochastic games under the assumption similar to (D) were recently studied by Couwenbergh in [3]. He assumed the uniform convergence of the $n$-stage reward functions $V_{n}$ on $\Pi \times \Gamma \times S$, but he allowed the reward function $r$ to be unbounded. Stochastic games which satisfy the
condition ( P ) are called positive stochastic games. For results in this direction see [5], [8], and [13]. The study of the condition ( P ) is contained in part II of this paper [20].

Let us set

$$
\underline{v}^{*}=\sup _{\pi \in \Pi} \inf _{\gamma \in \Gamma} V(\pi, \gamma) \quad \text { and } \quad \bar{v}^{*}=\inf _{\gamma \in \Gamma} \sup _{\pi \in \Pi} V(\pi, \gamma)
$$

We say that the stochastic game has a value if $\underline{v}^{*}=\bar{v}^{*}$, and we denote the value function by $v^{*}$.

A strategy $\pi^{*}$ is $\varepsilon$-optimal for player $I(\varepsilon \geqslant 0)$ if

$$
\bar{v}^{*} \leqslant V\left(\pi^{*}, \gamma\right)+\varepsilon \quad \text { for each } \gamma \in \Gamma .
$$

A strategy $\gamma^{*}$ is $\varepsilon$-optimal for player II $(\varepsilon \geqslant 0)$ if

$$
\underline{v}^{*} \geqslant V\left(\pi, \gamma^{*}\right)-\varepsilon \quad \text { for each } \pi \in \Pi
$$

(The 0 -optimal strategies are called optimal.)
3. Models with additional semi-continuity or continuity assumptions. To prove the main results of the paper we impose some additional conditions on the model presented in Section 2. We shall examine the stochastic games which satisfy one of the following assumptions:
$\left(\mathrm{M}_{1}\right) r(s, \cdot, \cdot), q(E \mid s, \cdot, \cdot) \in C(A(s) \times B(s))$ for each $s \in S$ and $E \in \mathscr{P}$.
$\left(\mathrm{M}_{2}\right) X$ and $Y$ are analytic spaces, and $\mathscr{S}$ is a $\sigma$-algebra which is closed with respect to the Suslin operation. Moreover,

$$
r(s, \cdot, y), q(E \mid s, \cdot, y) \in C(A(s)) \quad \text { and } \quad r(s, x, \cdot), q(E \mid s, x, \cdot) \in C(B(s))
$$

for each $(s, x, y) \in \operatorname{Gr}(A \times B)$ and each $E \in \mathscr{S}$.
$\left(\mathrm{M}_{3}\right) S, X$, and $Y$ are SB -spaces and, moreover,

$$
r(s, \cdot, y) \in \tilde{C}(A(s)), r(s, x, \cdot) \in \underset{\sim}{C}(B(s))
$$

and

$$
q(E \mid s, \cdot, y) \in C(A(s)), q(E \mid s, x, \cdot) \in C(B(s))
$$

for each $(s, x, y) \in \operatorname{Gr}(A \times B)$ and $E \in \mathscr{B}(S)$.
4. The finite horizon stochastic games. Let $n$ be any positive integer. The stochastic game in which the players play up to time $n$ is said to be a finite horizon stochastic game. Let $\pi$ and $\gamma$ be strategies of players I and II, respectively. Then the expected reward in that game is defined by (2.7). It is clear that $V_{n}(\pi, \gamma)$ involves only the first $n$ terms of the strategies $\pi$ and $\gamma$.

Before proving the main result of this section we give some auxiliary results. Let $u \in M(S \times X \times Y)$ be such that for each $(\mu, \lambda) \in P(X) \times P(Y)$ the expression

$$
\widehat{u}(s, \mu, \lambda)=\int_{X} \int_{Y} u(s, x, y) d \mu d \lambda
$$

is well defined and such that, for each $s \in S$,

$$
\hat{u}^{*}(s)=\sup _{\mu \in P_{A^{(s)}}} \inf _{\lambda \in P_{B^{(s)}}} \hat{u}(s, \mu, \lambda)=\inf _{\lambda \in P_{B^{(s)}}} \sup _{\mu \in P_{A^{(s)}}^{(s)}} \hat{u}(s, \mu, \lambda) .
$$

Define

$$
\mathcal{O}_{1}(s)=\left\{\mu \in P_{A}(s): \hat{u}^{*}(s) \leqslant \inf _{\lambda \in P_{B}(s)} \hat{u}(s, \mu, \lambda)\right\}, \quad s \in S
$$

and

$$
\mathcal{O}_{2}(s)=\left\{\lambda \in P_{B}(s): \sup _{\mu \in P_{A^{(s)}}} \hat{u}(s, \mu, \lambda) \leqslant \hat{u}^{*}(s)\right\}, \quad s \in S
$$

By Lemma 1.11, the multifunctions $P_{A}$ and $P_{B}$ are measurable and compact valued, and by Theorem 5.6 of [7] there exist sequences $\left\{f_{n}\right\} \subset \mathscr{S}_{P_{A}}$ and $\left\{g_{m}\right\} \subset \mathscr{S}_{P_{B}}$ such that
(4.1) $\quad P_{A}(s)=\operatorname{cl}\left\{f_{n}(s)\right\} \quad$ and $\quad P_{B}(s)=\operatorname{cl}\left\{g_{m}(s)\right\} \quad$ for each $s \in S$.

The following lemmas are basic for this paper.
Lemma 4.1. Assume that $u(s, \cdot, \cdot) \in C(A(s) \times B(s))$ for each $s \in S$. Then $\hat{u}^{*} \in M(S)$ and there exist $f \in \mathscr{S}_{O_{1}}$ and $g \in \mathscr{S}_{0_{2}}$.

Lemma 4.2. Let $\mathscr{S}$ be a $\sigma$-algebra which is closed with respect to the Suslin operation and let $X$ and $Y$ be metric analytic spaces. Assume that $u(s, \cdot, \cdot)$ is bounded for each $s \in S$ and

$$
u(s, \cdot, y) \in C(A(s)) \quad \text { and } \quad u(s, x, \cdot) \in C(B(s))
$$

for each $(s, x, y) \in \operatorname{Gr}(A \times B)$. Then $\hat{u}^{*} \in M(S)$ and there exist $f \in \mathscr{S}_{O_{1}}$ and $\boldsymbol{g} \in \mathscr{S}_{\mathrm{O}_{2}}$.

Lemma 4.3. Let $S, X$, and $Y$ be $S B$-spaces. Assume that $u(s, \cdot, \cdot)$ is bounded for each $s \in S$ and

$$
u(s, \cdot, y) \in \tilde{C}(A(s)) \quad \text { and } \quad u(s, x, \cdot) \in \underset{\sim}{C}(B(s))
$$

for each $(s, x, y) \in \operatorname{Gr}(A \times B)$. Then $\hat{u}^{*} \in M(S)$ and there exist $f \in \mathscr{S}_{O_{1}}$ and $\boldsymbol{g} \in \mathscr{S}_{\mathrm{O}_{2}}$.

Remark 4.1. The multifunctions $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ are well defined in all the cases considered in Lemmas 4.1-4.3 Moreover, $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ have non-empty and compact values. These sentences follow from the compactness of the sets $P(A(s))$ and $P(B(s)), s \in S$, Lemma 1.5 , and the minimax theorem of Sion [27]. In order to prove that there exist $f \in \mathscr{S}_{\mathscr{O}_{1}}$ and $g \in \mathscr{S}_{\mathscr{O}_{2}}$ it is sufficient to show that $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ are measurable. Then the assertion follows from the selection theorem of Kuratowski and Ryll-Nardzewski [15].

Remark 4.2. Under the assumptions of Lemmas 4.1-4.3, respectively, we have

$$
\inf _{\lambda \in P_{\left.B^{( } \cdot\right)}} \hat{u}(\cdot, \cdot, \lambda) \in M(S \times P(X)) \quad \text { and } \quad \sup _{\mu \in P_{\left.A^{( } \cdot\right)}} \hat{u}(\cdot, \mu, \cdot) \in M(S \times P(Y)) .
$$

If we take the assumptions of Lemma 4.3, then (4.2) can be shown by using Theorem 2 of [9] and Lemmas 1.5 and 1.6. (Recall that $P(X)$ and $P(Y)$ are SB-spaces in this case.) To verify (4.2) in the remaining two cases it is sufficient to use (4.1) and Lemma 1.6.

Proof of Lemma 4.1. We know that $P_{A}(s)$ and $P_{B}(s)$ are compact and $\hat{u}(s, \cdot, \cdot) \in C\left(P_{A}(s) \times P_{B}(s)\right)$ for each $s \in S$. Hence we obtain

$$
\begin{equation*}
\sup _{\mu \in P_{A^{(s)}}} \hat{u}(s, \mu, \cdot) \in C\left(P_{B}(s)\right) \quad \text { and } \quad \inf _{\lambda \in P_{B^{(s)}}} \hat{u}(s, \cdot, \lambda) \in C\left(P_{A}(s)\right), \quad s \in S, \tag{4.3}
\end{equation*}
$$

which together with (4.1) and (4.2) implies that

$$
\begin{equation*}
\hat{u}^{*}(\cdot)=\inf _{\lambda \in P_{\left.B^{( } \cdot\right)}} \sup _{\mu \in P_{\left.A^{( } \cdot\right)}} \hat{u}(\cdot, \mu, \lambda)=\inf _{m} \sup _{\mu \in P_{\left.A^{( }\right)}} \hat{u}\left(\cdot, \mu, g_{m}(\cdot)\right) \in M(S) . \tag{4.4}
\end{equation*}
$$

From (4.2) - (4.4) and Lemma 1.10 we infer that the multifunctions $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ are measurable, which completes the proof by virtue of Remark 4.1.

Proof of Lemma 4.2. First we prove that $\hat{u}^{*} \in M(S)$. Let $c$ be any real number. By (1.4) and Lemmas 1.8 and 1.11 we have $\operatorname{Gr} P_{A} \in \mathscr{S} \otimes \mathscr{B}(P(X))$, so (4.2) implies

$$
\begin{aligned}
E & =\left\{(s, \mu) \in \operatorname{Gr} P_{A}: \inf _{\lambda \in P_{B^{(s)}}} \hat{u}(s, \mu, \lambda)>c\right\} \\
& =\left\{(s, \mu) \in S \times P(X): \inf _{\lambda \in P_{B}(s)} \hat{u}(s, \mu, \lambda)>c\right\} \cap \operatorname{Gr} P_{A} \in \mathscr{S} \otimes \mathscr{B}(P(X)) .
\end{aligned}
$$

Since $P(X)$ endoved with the $w$-topology is a metric analytic space [2], by Lemma 1.9 we have

$$
\left\{s \in S: \hat{u}^{*}(s)>c\right\}=\operatorname{proj}_{s} E \in \mathscr{S}
$$

which implies $\hat{u}^{*} \in M(S)$.
It follows from the measurability of $\hat{u}^{*}$ and from (4.2) that the multifunctions $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ have measurable graphs. Consequently, by Lemma $1.8, \mathcal{O}_{1}$ and $\mathcal{O}_{2}$ are measurable. (Recall that $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ are compact-valued.) Thus the lemma is proved.

Proof of Lemma 4.3. Using Lemma 1.5 it can be easily shown that

$$
\begin{equation*}
\inf _{\lambda \in P_{B^{(s)}}} \widehat{u}(s, \cdot, \lambda) \in \widetilde{C}\left(P_{A}(s)\right), \quad s \in S . \tag{4.5}
\end{equation*}
$$

Since $S, P(X)$, and $P(Y)$ are SB-spaces and $P_{A}(s)$ is compact for each $s \in S$, from (4.2), (4.5), and Theorem 2 of [9] we get $\hat{u}^{*} \in M(S)$. Moreover, applying Lemma 1.7 to our situation we infer that the multifunctions $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ are measurable, which completes the proof.

Let us set

$$
M_{q}(S)=\left\{v \in M(S): \sup _{x \in A(s)} \sup _{y \in B(s)}\left|\int_{S} v(t) q(d t \mid s, x, y)\right|<\infty, s \in S\right\}
$$

where $q$ is the law of motion of the stochastic control system defined in Section 2. Clearly, $B(S) \subset M_{q}(S)$.

For any $v \in M_{q}(S)$ we set

$$
L(s, x, y)(v)=r(s, x, y)+\beta \int_{s} v(t) q(d t \mid s, x, y)
$$

and

$$
L(s, \mu, \lambda)(v)=\int_{X} \int_{Y} L(s, x, y)(v) d \mu d \lambda,
$$

where $(\mu, \lambda) \in P(X) \times P(Y)$. Further, for any pair $f \in \mathscr{S}_{P_{A}}$ and $g \in \mathscr{S}_{P_{B}}$ we put

$$
T_{f g}(v)(s)=L(s, f(s), g(s))(v)
$$

and

$$
T(v)(s)=\sup _{\mu \in P_{A}(s)} \inf _{\lambda \in P_{B^{(s)}}} L(s, \mu, \lambda)(\dot{v})=\inf _{\lambda \in P_{B^{(s)}}} \sup _{\mu \in P_{A^{(s)}}} L(s, \mu, \lambda)(\bar{v}),
$$

provided that the last equality holds.
Now we return to the finite horizon stochastic games described above. We shall prove the following

Theorem 4.1. For each of the models $\left(\mathrm{M}_{1}\right),\left(\mathrm{M}_{2}\right),\left(\mathrm{M}_{3}\right)$ the $n$-stage stochastic game $(n \geqslant 1)$ has a value $v_{n}^{*} \in B(S)$ and both players have optimal Markov strategies. Moreover, for each $n \geqslant 2, T\left(v_{n-1}^{*}\right)=v_{n}^{*}$.

Proof. The proof proceeds by induction. For $n=1$ the theorem follows directly from Lemmas 4.1-4.3. Suppose the result holds for $n-1(n \geqslant 2)$. Let $\pi_{n-1}=\left(f_{1}, f_{2}, \ldots, f_{n-1}\right)$ and $\gamma_{n-1}=\left(g_{1}, g_{2}, \ldots, g_{n-1}\right)$ be a pair of optimal Markov strategies of players I and II, respectively, in the ( $n-1$ )-stage stochastic game. Then

$$
\begin{equation*}
v_{n-1}^{*}=V_{n-1}\left(\pi_{n-1}, \gamma_{n-1}\right) . \tag{4.6}
\end{equation*}
$$

Denote by $\bar{v}_{n}^{*}$ and $\underline{v}_{n}^{*}$ the upper and lower value functions, respectively, in the $n$-stage game. Let $\bar{\gamma}=\left(g, g_{1}, g_{2}, \ldots, g_{n-1}\right)$, where $g \in \mathscr{S}_{P_{B}}$ and $\left(g_{1}, g_{2}, \ldots, g_{n-1}\right)=\gamma_{n-1}$. We note that

$$
\bar{v}_{n}^{*}=\inf _{\gamma \in \Gamma} \sup _{\pi \in \Pi} V_{n}(\pi, \gamma) \leqslant \sup _{\pi \in \Pi} V_{n}(\pi, \bar{\gamma}) \quad \text { for each } g \in \mathscr{S}_{P_{B}}
$$

Further, we observe that

$$
\bar{v}_{n}^{*}(s) \leqslant \sup _{\mu \in P_{A}(s)} L(s, \mu, g(s))\left[\sup _{\pi \in \Pi} V_{n-1}\left(\pi, \gamma_{n-1}\right)\right]
$$

for each $g \in \mathscr{S}_{P_{B}}$ and each $s \in S$, i.e.,

$$
\bar{v}_{n}^{*}(s) \leqslant \sup _{\mu \in P_{A}(s)} L(s, \mu, g(s))\left(v_{n-1}^{*}\right)
$$

Hence

$$
\bar{v}_{n}^{*}(s) \leqslant \inf _{\lambda \in P_{B}(s)} \sup _{\mu \in P_{A}(s)} L(s, \mu, \lambda)\left(v_{n-1}^{*}\right)
$$

for each $s \in S$, and by the minimax theorem of Sion [27] we obtain

$$
\begin{equation*}
\bar{v}_{n}^{*} \leqslant T\left(v_{n-1}^{*}\right) . \tag{4.7}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{equation*}
\underline{v}_{n}^{*} \geqslant T\left(v_{n-1}^{*}\right) \tag{4.8}
\end{equation*}
$$

Combining (4.7) and (4.8) we get $\underline{v}_{n}^{*}=\bar{v}_{n}^{*}=T\left(v_{n-1}^{*}\right)$, which means that the $n$ stage stochastic game has a value $v_{n}^{*}$ and $v_{n}^{*}=T\left(v_{n-1}^{*}\right)$. Further from (2.4) and Lemmas 4.1, 4.2, and 4.3 (applied to $\left(\mathrm{M}_{1}\right),\left(\mathrm{M}_{2}\right)$, and ( $\mathrm{M}_{3}$ ), respectively) we conclude that $v_{n}^{*} \in B(S)$, and there exist $f_{0} \in \mathscr{S}_{P_{A}}$ and $g_{0} \in \mathscr{S}_{P_{B}}$ such that

$$
\begin{equation*}
T_{f_{g_{0}}}\left(v_{n-1}^{*}\right) \leqslant v_{n}^{*}=T_{f_{0} g_{0}}\left(v_{n-1}^{*}\right) \leqslant T_{f_{0 g}}\left(v_{n-1}^{*}\right) \tag{4.9}
\end{equation*}
$$

for every $f \in \mathscr{S}_{P_{A}}$ and $g \in \mathscr{S}_{P_{B}}$.
Let $\pi_{n}=\left(f_{0}, f_{1}, f_{2}, \ldots, f_{n-1}\right)$ and $\gamma_{n}=\left(g_{0}, g_{1}, g_{2}, \ldots, g_{n-1}\right)$. Then from (4.6)-(4.9) it follows that $\pi_{n}$ and $\gamma_{n}$ are optimal for players I and II, respectively, in the $n$-stage stochastic game.
5. The infinite horizon stochastic games satisfying the condition (D).

Theorem 5.1. For each of the models $\left(\mathrm{M}_{1}\right),\left(\mathrm{M}_{2}\right),\left(\mathrm{M}_{3}\right)$ the value function $v^{*}$ exists, $v^{*}=\lim _{n} v_{n}^{*}$, and $v^{*} \in M(S)$.

Proof. It is easy to verify that, for each $s \in S$;

$$
\left|\bar{v}^{*}(s)-\vec{v}_{n}^{*}(s)\right| \leqslant \sup _{\pi \in \Pi} \sup _{\gamma \in \Gamma}\left|V(\pi, \gamma)(s)-V_{n}(\pi, \gamma)(s)\right| \leqslant z_{n+1}(s)
$$

and

$$
\left|\underline{v}^{*}(s)-\underline{v}_{n}^{*}(s)\right| \leqslant \sup _{\pi \in I} \sup _{\gamma \in \Gamma}\left|V(\pi, \gamma)(s)-V_{n}(\pi, \gamma)(s)\right| \leqslant z_{n+1}(s) .
$$

By Theorem 4.1 we have $\underline{v}_{n}^{*}=\bar{v}_{n}^{*}=v_{n}^{*} \in B(S)$ for each $n \geqslant 1$, so the condition (D) implies

$$
v^{*}=\underline{v}^{*}=\bar{v}^{*}=\lim _{n} v_{n}^{*} \in M(S)
$$

We denote by $V^{+}$and $V_{n}^{+}\left(V^{-}\right.$and $\left.V_{n}^{-}\right), n \geqslant 1$, the functions $V$ and $V_{n}$, where the reward function $r$ is replaced by $r^{+}\left(r^{-}\right)$, respectively. By $z_{n}^{+}$and $z_{n}^{-}, n \geqslant 1$, we denote the function $z_{n}$, where $|r|$ is replaced by $r^{+}$and $\left|r^{-}\right|$, respectively.

We have immediately the following
Lemma 5.1. $z_{n} \rightarrow 0$ pointwise as $n \rightarrow \infty$ if and only if $z_{n}^{+} \rightarrow 0$ and $z_{n}^{-} \rightarrow 0$ pointwise as $n \rightarrow \infty$.

We note that if $r$ satisfies the assumption $\left(M_{1}\right)$, then $r^{+}$and $r^{-}$also satisfy this assumption. Similarly, the same holds for $\left(\mathbf{M}_{2}\right)$ and $\left(\mathbf{M}_{3}\right)$. Thus, Theorem 4.1 implies the following

Lemma 5.2. For each $n \geqslant 1$ and for each of the models $\left(\mathbf{M}_{1}\right),\left(\mathbf{M}_{2}\right),\left(\mathbf{M}_{3}\right)$ of the $n$-stage stochastic game with the reward function $r^{+}\left(r^{-}\right)$the value function $v_{n}^{*+}\left(v_{n}^{*-}\right)$ exists.

Lemmas 5.1 and 5.2 and Theorem 5.1 imply
Lemma 5.3. For each of the models $\left(\mathrm{M}_{1}\right),\left(\mathrm{M}_{2}\right),\left(\mathrm{M}_{3}\right)$ of the stochastic games with the reward functions $r^{+}$and $r^{-}$the value functions $v^{*+}$ and $v^{*-}$ exist. Moreover,

$$
v^{*+}=\lim _{n} v_{n}^{*+} \quad \text { and } \quad v^{*-}=\lim _{n} v_{n}^{*-}
$$

For each $u \in M(S)$ such that the right-hand sides below are well defined we set

$$
\begin{array}{cc}
T^{1}(u)=T(u), & T^{n}(u)=T\left(T^{n-1}(u)\right), n \geqslant 2 \\
T_{f g}^{1}(u)=T_{f g}(u), \quad T_{f g}^{n}(u)=T_{f g}\left(\dot{T_{f g}^{n-1}}(u)\right), n \geqslant 2
\end{array}
$$

where $f \in \mathscr{S}_{\boldsymbol{P}_{A}}$ and $g \in \mathscr{S}_{\boldsymbol{P}_{\boldsymbol{B}}}$. Further, we put

$$
B_{f g}^{1}(u)(s)=\beta \iiint u(t) q(d t \mid s, x, y) f(d x \mid s) g(d y \mid s)
$$

and

$$
B_{f g}^{n}(u)=B_{f g}^{1}\left(B_{f g}^{n-1}(u)\right), \quad n \geqslant 2 .
$$

Lemma 5.4. For each $f \in \mathscr{S}_{P_{A}}$ and $g \in \mathscr{S}_{P_{B}}$ and $n \geqslant 1, B_{f g}^{n}\left(v^{*}\right)$ is well defined and

$$
\lim _{n} B_{f g}^{n}\left(v^{*}\right)=0
$$

Proof. By Theorem 5.1, the value function $v^{*}$ exists and $v^{*} \in M(S)$. From Theorem 4.1 we infer that, for each $m \geqslant 1, v_{m}^{*+}=V_{m}^{+}\left(\pi_{m}, \gamma_{m}\right)$ for some Markov strategies $\pi_{m}$ and $\gamma_{m}$ of players I and II, respectively. Note that

$$
\begin{equation*}
B_{f g}^{n}\left(v_{m}^{*+}\right)=B_{f g}^{n}\left(V_{m}^{+}\left(\pi_{m}, \gamma_{m}\right)\right) \leqslant z_{n+1}^{+} \tag{5.1}
\end{equation*}
$$

for each $m \geqslant 1$ and $n \geqslant 1$. Similarly, we can show that

$$
\begin{equation*}
B_{f g}^{n}\left(\left|v_{m}^{*-}\right|\right) \leqslant z_{n+1}^{-} \tag{5.2}
\end{equation*}
$$

for each $m \geqslant 1$ and $n \geqslant 1$. Observe that, for each $m \geqslant 1$,

$$
\begin{equation*}
0 \leqslant v_{m}^{*+} \leqslant v_{m+1}^{*+} \quad \text { and } \quad v_{m+1}^{*-} \leqslant v_{m}^{*-} \leqslant 0 . \tag{5.3}
\end{equation*}
$$

By (5.1)-(5.3) and the monotone convergence theorem, for each $n \geqslant 1$ we obtain

$$
\begin{equation*}
B_{f g}^{n}\left(v^{*+}\right) \leqslant z_{n+1}^{+} \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{f g}^{n}\left(\left|v^{*-}\right|\right) \leqslant z_{n+1}^{-} \tag{5.5}
\end{equation*}
$$

Since $v^{*-} \leqslant v^{*} \leqslant v^{*+}$, we have $\left|v^{*}\right| \leqslant v^{*+}+\left|v^{*-}\right|$, which together with (5.4) and (5.5) implies that, for each $n \geqslant 1$,

$$
\begin{equation*}
B_{f g}^{n}\left(\left|v^{*}\right|\right) \leqslant z_{n+1}^{+}+z_{n+1}^{-} \tag{5.6}
\end{equation*}
$$

i.e., $B_{f g}^{n}\left(v^{*}\right)$ is well defined. By Lemma 5.1 we get

$$
0 \leqslant \lim _{n}\left|B_{f g}^{n}\left(v^{*}\right)\right| \leqslant \lim _{n} B_{f g}^{n}\left(\left|v^{*}\right|\right) \leqslant \lim _{n}\left(z_{n+1}^{+}+z_{n+1}^{-}\right)=0 .
$$

Corollary 5.1. For each $f \in \mathscr{S}_{\mathbf{P}_{A}}$ and $g \in \mathscr{S}_{P_{B}}$ and $n \geqslant 1, T_{f g}^{n}\left(v^{*}\right)$ is well defined and

$$
\lim _{n} T_{f g}^{n}\left(v^{*}\right)=V\left(f^{(\infty)}, g^{(\infty)}\right)
$$

Proof. Note that $T_{f g}^{n}\left(v^{*}\right)=V_{n}\left(f^{(\infty)}, g^{(\infty)}\right)+B_{f g}^{n}\left(v^{*}\right), n \geqslant 1$, and this completes the proof.

Theorem 5.2. $v^{*} \in M_{q}(S)$.
Proof. By (5.6) we have $B_{f g}^{1}\left(\left|v^{*}\right|\right) \leqslant z_{2}^{+}+z_{2}^{-}$. Hence

$$
\sup _{f \in \mathscr{S}_{P_{A}}} \sup _{g \in \mathscr{S}_{P_{B}}} B_{f g}^{1}\left(\left|v^{*}\right|\right)<\infty,
$$

which implies immediately that $v^{*} \in M_{q}(S)$.
Lemma 5.5. For each $m>n$ and $s \in S$ we have

$$
\sup _{x \in A(s)} \sup _{y \in B(s)}\left|L(s, x, y)\left(v_{m}^{*}\right)-L(s, x, y)\left(v_{n}^{*}\right)\right| \leqslant z_{n+2}(s)
$$

Proof. By Theorem 4.1 we have $v_{m}^{*}=V_{m}\left(\pi_{m}, \gamma_{m}\right)$ for some Markov strategies $\pi_{m}$ and $\gamma_{m}$ of players I and II, respectively. Similarly, $v_{n}^{*}$ $=V_{n}\left(\pi_{n}, \gamma_{n}\right)$. We note that

$$
\begin{equation*}
v_{m}^{*} \leqslant v_{n}^{*}+R_{n+1}^{m}\left(\pi_{m}, \gamma_{n}\right) \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{m}^{*} \geqslant v_{n}^{*}-R_{n+1}^{m}\left(\pi_{n}, \gamma_{m}\right) . \tag{5.8}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
v_{m}^{*} & =V_{m}\left(\pi_{m}, \gamma_{m}\right) \leqslant V_{m}\left(\pi_{m}, \gamma_{n}\right) \leqslant V_{n}\left(\pi_{n}, \gamma_{n}\right)+R_{n+1}^{m}\left(\pi_{m}, \gamma_{n}\right) \\
& =v_{n}^{*}+R_{n+1}^{m}\left(\pi_{m}, \gamma_{n}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
v_{m}^{*} & =V_{m}\left(\pi_{m}, \gamma_{m}\right) \geqslant V_{m}\left(\pi_{n}, \gamma_{m}\right) \geqslant V_{n}\left(\pi_{n}, \gamma_{n}\right)-R_{n+1}^{m}\left(\pi_{n}, \gamma_{m}\right) \\
& =v_{n}^{*}-R_{n+1}^{m}\left(\pi_{n}, \gamma_{m}\right) .
\end{aligned}
$$

By (5.7), for each $x \in A(s)$ and $y \in B(s)$ we obtain

$$
\begin{equation*}
L(s, x, y)\left(v_{m}^{*}\right) \leqslant L(s, x, y)\left(v_{n}^{*}\right)+z_{n+2}(s), \tag{5.9}
\end{equation*}
$$

and by (5.8), for each $x \in A(s)$ and $y \in B(s)$ we get

$$
\begin{equation*}
L(s, x, y)\left(v_{m}^{*}\right) \geqslant L(s, x, y)\left(v_{n}^{*}\right)-z_{n+2}(s) . \tag{5.10}
\end{equation*}
$$

Thus, (5.9) and (5.10) imply the required inequality.
From Lemma 5.5 and Theorems 4.1 and 5.1 we obtain immediately
Lemma 5.6. (a) If $r$ and $q$ satisfy the assumptions of the model $\left(\mathrm{M}_{1}\right)$, then the function $L(\cdot, \cdot, \cdot)\left(v^{*}\right)$ satisfies the assumptions of Lemma 4.1.
(b) If $r$ and $q$ satisfy the assumptions of the model $\left(\mathrm{M}_{2}\right)$, then the function $L(\cdot, \cdot),\left(i^{*}\right)$ satisfies the assumptions of Lemma 4.2.
(c) If $r$ and $q$ satisfy the assumptions of the model $\left(\mathrm{M}_{3}\right)$, then the function $L(\cdot, \cdot),\left(\dot{v}^{*}\right)$ satisfies the assumptions of Lemma 4.3.

Theorem 5.3. For each of the models $\left(\mathrm{M}_{1}\right),\left(\mathrm{M}_{2}\right),\left(\mathrm{M}_{3}\right)$ we have

$$
v^{*}=T\left(v^{*}\right)=T_{f g}\left(v^{*}\right) \quad \text { for some } f \in \mathscr{S}_{P_{A}} \text { and } g \in \mathscr{S}_{P_{B}}
$$

Proof. By Theorem 5.2, $T\left(v^{*}\right)$ is well defined, i.e., $\left|T\left(v^{*}\right)\right|<\infty$. Using Theorem 5.1 and the bounded convergence theorem, for each $n \geqslant 1$ we obtain

$$
\begin{aligned}
\left|T\left(v^{*}\right)(s)-T\left(v_{n}^{*}\right)(s)\right| & \leqslant \sup _{x \in A(s)} \sup _{y \in B(s)}\left|L(s, x, y)\left(v^{*}\right)-L(s, x, y)\left(v_{n}^{*}\right)\right| \\
& =\sup _{x \in A(s)} \sup _{y \in B(s)} \lim _{m}\left|L(s, x, y)\left(v_{m}^{*}\right)-L(s, x, y)\left(v_{n}^{*}\right)\right| \\
& \leqslant \lim _{m} \sup _{x \in A(s)} \sup _{y \in B(s)}\left|L(s, x, y)\left(v_{m}^{*}\right)-L(s, x, y)\left(v_{n}^{*}\right)\right| .
\end{aligned}
$$

Hence and by Lemma 5.5 we have, for each $s \in S$,

$$
\left|T\left(v^{*}\right)(s)-T\left(v_{n}^{*}\right)(s)\right| \leqslant z_{n+2}(s) .
$$

Consequently, the condition (D) implies $T\left(v^{*}\right)=\lim T\left(v_{n}^{*}\right)$. By Theorems 4.1 and 5.1 we get $T\left(v^{*}\right)=v^{*}$. Applying Lemma $5.6{ }^{n}$ and Lemmas 4.1, 4.2, and 4.3 to the models $\left(\mathrm{M}_{1}\right),\left(\mathrm{M}_{2}\right)$, and $\left(\mathrm{M}_{3}\right)$, respectively, we obtain $f \in \mathscr{S}_{P_{A}}$ and $g \in \mathscr{S}_{P_{B}}$ such that $v^{*}=T\left(v^{*}\right)=T_{f g}\left(v^{*}\right)$.

Now we define, for any given $h \in \mathscr{S}_{P_{B}}$, an auxiliary one-person stochastic game

$$
\begin{equation*}
\left\langle(S, \mathscr{S}), X, A, r^{\prime}, q^{\prime}, \beta\right\rangle \tag{+}
\end{equation*}
$$

where

$$
r^{\prime}(s, x)=\int_{Y} r(s, x, y) h(d y \mid s), \quad q^{\prime}(E \mid s, x)=\int_{Y} q(E \mid s, x, y) h(d y \mid s)
$$

for each $s \in S, x \in A(s)$ and $E \in \mathscr{S}$.
Clearly, if the original two - person stochastic game satisfies the condition (D), so does the modified one-person stochastic game ( + ).

Let us set

$$
v_{I}^{*}(h)=\sup _{\pi \in \Pi} V\left(\pi, h^{(\infty)}\right) .
$$

Lemma 5.7. For each of the models $\left(\mathrm{M}_{1}\right),\left(\mathrm{M}_{2}\right),\left(\mathrm{M}_{3}\right)$, for any $h \in \mathscr{S}_{P_{B}}$ there is $f \in \mathscr{S}_{P_{A}}$ such that

$$
v_{1}^{*}(h)=T_{f h}\left(v_{1}^{*}(h)\right)=V\left(f^{(\infty)}, h^{(\infty)}\right)
$$

Proof. Applying Theorem 5.3 to the game (+) we obtain

$$
v_{1}^{*}(h)(s)=\sup _{\mu \in P_{A}(s)} L(s, \mu, h(s))\left(v_{\mathrm{I}}^{*}(h)\right)=T_{f h}\left(v_{I}^{*}(h)\right)(s)
$$

for each $s \in S$ and for some $f \in \mathscr{S}_{P_{A}}$. Hence $v_{T}^{*}(h)=T_{f h}^{n}\left(v_{1}^{*}(h)\right)$ for each $n \geqslant 1$. Using Corollary 5.1 in the case $(+)$ we get $v_{1}^{*}(h)=V\left(f^{(\infty)}, h^{(\infty)}\right)$, which completes the proof.

For any $f \in \mathscr{S}_{\boldsymbol{P}_{A}}$ we put

$$
v_{\mathrm{II}}^{*}(f)=\inf _{\gamma \in \Gamma} V\left(f^{(\infty)}, \gamma\right) .
$$

By similar arguments as above we can show the following
Lemma 5.8. For each of the models $\left(\mathrm{M}_{1}\right),\left(\mathrm{M}_{2}\right),\left(\mathrm{M}_{3}\right)$, for any $f \in \mathscr{S}_{\mathbf{P}_{A}}$ there is $g \in \mathscr{S}_{P_{B}}$ such that

$$
v_{\| I}^{*}(f)=T_{f_{g}}\left(v_{I I}^{*}(f)\right)=V\left(f^{(\infty)}, g^{(\infty)}\right)
$$

Now we are ready to state the main result of this section:
Theorem 5.4. For each of the models $\left(\mathrm{M}_{1}\right),\left(\mathrm{M}_{2}\right),\left(\mathrm{M}_{3}\right)$ both players have optimal stationary strategies.

Proof. By Theorem 5.3, $v^{*}=T\left(v^{*}\right)$. Using Lemma 5.6 and Lemmas 4.1, 4.2 , and 4.3 to the models $\left(\mathrm{M}_{1}\right),\left(\mathrm{M}_{2}\right)$, and $\left(\mathrm{M}_{3}\right)$, respectively, we obtain $f \in \mathscr{S}_{\boldsymbol{P}_{\boldsymbol{A}}}$ and $\mathbf{g} \in \mathscr{S}_{\boldsymbol{P}_{\boldsymbol{B}}}$ such that

$$
T_{l g}\left(v^{*}\right) \leqslant v^{*}=T\left(v^{*}\right)=T_{f g}\left(v^{*}\right) \leqslant T_{f h}\left(v^{*}\right)
$$

for each $l \in \mathscr{S}_{\boldsymbol{P}_{A}}$ and $h \in \mathscr{S}_{\boldsymbol{P}_{\boldsymbol{B}}}$. Hence, for each $n \geqslant 1$, we have

$$
T_{l g}^{n}\left(v^{*}\right) \leqslant v^{*}=T_{f g}^{n}\left(v^{*}\right) \leqslant T_{f h}^{n}\left(v^{*}\right)
$$

By Corollary 5.1 we get

$$
V\left(l^{(\infty)}, g^{(\infty)}\right) \leqslant v^{*}=V\left(f^{(\infty)}, g^{(\infty)}\right) \leqslant V\left(f^{(\infty)}, h^{(\infty)}\right)
$$

for each $l \in \mathscr{S}_{\boldsymbol{P}_{A}}$ and $h \in \mathscr{S}_{\boldsymbol{P}_{B}}$, which together with Lemmas 5.7 and 5.8 implies

$$
\sup _{\pi \in \Pi} V\left(\pi, g^{(\infty)}\right)=V\left(f^{(\infty)}, g^{(\infty)}\right)=\inf _{\gamma \in \Gamma} V\left(f^{(\infty)}, \gamma\right),
$$

i.e., $f^{(\infty)}$ and $g^{(\infty)}$ are optimal for players I and $I I$; respectively.

Remark. Theorem 5.4 generalizes Theorem 3 of [8] and Theorem 3.23 of [11] (see also [12]), where $S$ is an SB - space, $\beta \in[0,1$ ), and $r$ and $q$ satisfy the continuity assumptions of type ( $\mathrm{M}_{1}$ ).
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[^0]:    $\left(^{1}\right) u(s, \cdot) \in C(F(s))$ means that the restriction of $u(s, \cdot)$ to $F(s)$ is continuous.

