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CONDITIONED TO STAY POSITIVE 

Abstract. Let {X,, k 3 1) be a sequence of independent, identically 
distributed random variables with EX, = 0, EX? = e2 < m, and let 
(N,, n >, I ) ,  No = 0 as., be a sequence of positive integer-valued 
random variables. Form the random walk {S,", n 2 0) by setting S, = 0 
and 5," = X1 + . . . + X N n ,  n 2 1. The paper investigates the limit 

behaviour of P[SN,  < xa J ~ I s ,  > 0, S, > 0, . . ., SNn > 01. 
I 

1. I l m h 5 - h .  Let (X,, k 2 1) be a sequence of independent, identically 
distributed random variables with EX1 = 0, 0 < EX: = aZ < co . Define 

n 

So =o ,  S,= C x,. 
k= 1 

I 

The conditional central limit theorem is given in [2], i.e., it is shown that 

provided E JX,I3 < m and XI is nonlattice or integer-valued with span I. 
However these extra assumptions are superfluous (see [11). 

2 The conditional random cemtral limit theorem First we note that common 
c'onditions for the random central limit theorem are not, in general, sufficient for 
the conditibned random central limit theorem. 

Let (N,, n 2 lji be a sequence of-positive integer-valued random variables 
with I 

and suppose that {X,, k 2 1) is a sequence of independent identically distributed 

I 
random variables satisfying the conditions of Section 1 and independent of 
{Nn, n 2 11. 

P 
One can see t p t  lVJo1, 4 1, n - m (P. - in probability), where u,, = EN., 

which implies N, -i my n + co, and the random limit theorem ([3], p. 472). But, 
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by (1.1) and P [S, z 0, . . ., Sn > O] - c/$ (see M), where C is a positive 
constant, we have 

PIS,, <  IS, > 0 ,  ..., s,, > 01 

- 
I 

- 
\/'LP[X, < xa, X, >o]+(I-I / , / ; ; )P[s~~x~&, S ,  >O, ..., S. >D] 

& P I X ,  >0](l/&)+(l-~/&)P[s, > o ,  ..., Sn >01 

We prove the foIlowing 

THEOREM 1. Let (Xk, k 2 1 )  be a sequence of independent, identically 
distributed random variabbs with EX,  = 0, 0 < EX: = a2 < m .  

Suppose that {N , ,  n 2 I}, No = 0 a.s., is a sequence of positive integer-valued 
random variables independent of ( X , ,  k 2 1) and (a,, n 2 I} is a sequence of 
positive numbers with lim a, = cc . If 

n-.rs 

(1.2) ~ ~ a , 4 ; l a , n - t m , a n d & ~ [ ~ , = k j - t 0 , n + a , , k > l , w h e r e a i s  
a positive constant, 

then 

(1.3) 11, P [ S N n . r x ~ & l ~ , > 0  ,..., SNn>O]=l-exp(-x2/2), x>O. 
n + m  

Proof.  Note that 

where rk = P [ S ,  > 0, . . . , Sk > 0] while t ,  = ER, = PTS, > 0, . . . , S,, > 01 
and R, is a random variable taking values rk with probability p, = P [Nn = kj, 
k 2 1. To complete the proof, it is enough to show that C ,  = (rJtn) P [ N ,  = k ]  
is a permanent Toeplitz matrix ([3], p. 472) and to use (1.1). 

By the independence of (X,, k 2 1) and (N, ,  n 2 1) we have 
m 

In= r k P [ N , = k ] = ~ r k P [ N n = k ] + ~ r k P [ N , = k ] ,  
k =  1 

AC, A, 

where, for any given E > 0, A, = { k :  (a -8 )  a, < k < ( a +  e )  a,} and A', is the 
complement of A,. 

Taking into account that r ,  - c/& (see [4]), we get, for sufficiently large n, 
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Therefore, by (1.2) and (1.4), we obtain 

An 
41 

It is obvious that C, 2 0, n 2 1, and that 1 C ,  = 1, n 2 1. These facts, (1.1) 
k= 1 

and (1.5) imply (1.3). . 
Remark .  From the proof it follows that, under the assumptions of 

independence of {X,, k 3 1 )  and {N.,  n 3 1) ,-the conditioned random central 
limit theorem holds when N,J% :a z 0, n + a, and 

The following theorem considers the case when {Nn, n 2 1 )  and {Xk, k 2 1) 
can be dependent. 

THEOREM 2. Let {X, ,  k 2 I} be a sequence of independent, identically 
distributed random variables with E X ,  = 0, EX: = 0' < m . 

I f  ( N ,  n B 11,  N o  = 0 as., is a sequence of positive integer-valued random 
variables and {an, n > 1)  is o sequence ofpositive numbers such that for any given 
& > O  

(1.6) P[ INJ~ . -UI  2 €3 = 0(1/&), n -f co, 

then (1.3) holds. 
Pro of. With the notation of Theorem 1, we have 

(1.7) lim P [ N ,  E A;] = 0,  
n+m 

which implies, for sufficiently large n, 

Hence, by (1.7) and (1.8), 
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I 

Therefore, to prove (1.3), it is enough to consider 

P [ S , ~  < xafi, S ,  > 0, ..., SNn > 0, N,,EA.] /~.  

Put now 

Sk - S [ ( a + ~ ) ~ n l  ' Sk - $[[a - E ) = ~ I  

Z ,  = max , 2: = max ,. s J E m  k d , ,  UJ-' 

i 
1 Then we have 

- P [ N ,  E A:] 
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-p[zn 2 $IPCSI > 0, ..., SI,-,nl > 0 1 - P [ N . E A ~ ]  

as 2, does not depend on S , ,  ..., S,, a-,, d. 
The similar evaluations lead us to 

' Note now that, by the KoImogorov's inequality, 

(1.13) P [Z. 2 4&] 4 P max s k  

[ ~ - b . l .  Jw 

Therefore, by (1.1 1) -(1.14), we obtain 
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Hence, by (1.10) and (1.15), we get 

i But, by (1.11, we have 

and 

Moreover, taking into account that r,, -- c/& [4], and (1.Q we get 

and 
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Therefore, for any given E > 0, by (1.91, and (1.16)-(1.20), we have 

n-m 

Letting now E +  0, we obtain (1.3), which completes the proof of 
Theorem 2. 

COROLLARY 2. If x, = EN, and a2 (N,J/a;?12 + 0, n -t GO, then (1.3) holds. 
, 

Remark. One can note that the sequence IN,, n 2 0) of random indices of 
[3] satisfies (1.6). 
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