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Abstract. Let p be a centered probability measure with the 
finite second moment. Let the stopping time T for the Brownian 
motion W be defined as 

where P is a barycenter function of measure y. Azema and Yor [I] 
have shown that W, has then the distribution y and ET = Jx2 pd(x). 
This paper contains an elementary proof of this result. 

lntadwtah Skorokhod [83 has shown that for the centered probability 
measure p with a continuous distribution function there exists the Brownian 
motion W and the stopping time T so that the distribution of W, is p. 
Moreover, if p has the finite second moment, then 

That construction was improved by Monroe [ 5 ] .  However, the stopping 
time T, given by the Skorokhod's construction is regarded with respect to the 
filtration essentially bigger that'the natural .filtration of Brownian motion. 
Dubins [4], Rost 171, Chacon-Walsh [3] and Azema-Yor [I] gave new 
constructions of stopping times with the desired property but which are 
stopping times with respect to the natural filtration of Brownian motion. . 
Construction given by Azema-Yor k the best one in some respects. If is an 
explicit formula and not a result of a limit p r ~ d u r e .  Pierre [6] gave a new 
proof of the Azema-Yor formula but with assumptions of regularity of a 
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measure p. The proof of this formula given in our paper is based on the 
following 

PROPERTY. Let W be the Brownian motion. If W, = 0, a < 0 < b, 

T, = inf ( t  2 0: = x), X E R ,  

then 

b 
P(T,, < tb) = -. b - a  

Definition I. If p is a probability distribution such that 
m 

1 Ixlp(dx)<m, 
- m 

then the baryeenter function Y of the measure p is defined as 

x~ (dx) if p([a ,  a)) > 0, 

otherwise. 

Notat ion.  We write 

I st = sup W,. 
06sS1 

THEOREM. If T = inf ( t  >, 0; Y (w) < S t ) ,  then WT has a distribution p. 
Moreover, if 

then 

Remark 1. T is a stopping time with respect to the natural filtration of 
Brownian motion. 

Remark 2. To show that W, has a distribution p it is enough to prove 
the following implication: 

P((a7 4) > O=>p(Ca, a ) )  = P(CWT 2 a)). 

Indeed, if p((a, a)) = 0 and a, r a (n = 1, 2,. . .), then either there exists 
an N such that p(Ea,, a)) = 0 for n 2 N and then, for b > 0, Y (a, + 6)  = 
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aN+b so that WT<aN and P( [WT>a) )=O or, for every n = 1 , 2 ,  ..., 
p ((a,,, m)) > 0 and then 

p([a, co)) = lim p([a,, m)) = lim.P({W, 2 a,)) = P((WT 2 a)). 
n-w n+m 

Nota t ion .  We write 

Pa = P(iWT 2 a ) ) ,  q(a) = inf (Y(x)-x), v ( x )  = inf(y: Y ( y )  > X I ,  
x s u  

~ - #:= i2 -" !P (a )  (O<i<2") ,  K = K ; , ,  
I -03 

a:=v(K:) ( O G i d 2 " )  uo=a",,  -- - I .  - m 

Remark 3. Since the set where function !P is not continuous is at least 
denumerable, we can make an assumption that a is such that Y (a3 = K; for 
0 6 i < 2". 

R e m a r k  4. I f  Y(a) > a, then q(a) > 0. 
Proof.  Suppose that q(a) = 0. Since rp(a) = inf I LY(x)-X; q(a) 

-a ,< x < a:, there exists an (XJ."=~E [ q (a ) -a ,  a] such that 

9 (a) = lim (Y (x,) - x,) and xn -, x, . 
n + m  

If we can find a subsequence xnk r xo, then - by the left continuity of 
the function cp - we have Y(x,) = xo. Also, if there exist subsequences 
x n k ~ x o ,  then ' 

x,, < Y (x,) ,< lim !P (x,,) = x, . 
Ir-m 

Since xo < a, we obtain a contradiction: Y (a) < a. 
Remark  5. Let 

and let 2, = (W,, St)' be the process with values in R ~ .  Then, by the definition 
of the stopping time 'I; we infer that T is a first entrance time of process Z to 

I , the closed set T .  
I 

I LEMMA 1. If V(X) < y < X, then 
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Proof. We have 

PIS, 3 XIST  2 y )  

' = P({after exit from( y,  y) Z achieves (x, x) before it enters r)), 
Y - - v ( Y )  
X - V ( Y )  

= ~ ( f a f t e r  exit from ( y ,  y) Z achieves (x, x) before it enters { v ( y )  x R]}), 

= P((after exit from ( y,  y) Z achieves (x, x) before it enters ( v ( x )  x R ) ) ) .  

LEMMA 2. If !P(a) > a, then 

Proof. Let n be so large that 2-" Y(a) < ~ ( a ) .  From the definition, 
f WT 2 a] = {ST 2 Y (a)), whence 

Since 

we have a; < K,"_, < K; and from Lemma 1 it follows that 

LEMMA 3. We have 

'" K:- - a,?- '" K:- -a; 
lim n = lim fl 
n + o o i = l  K: -aL l  K:-a; ' 

Proof. We can write 

2n-1  (K;-l-ay)(K;+l --a,") K",-, -a:, K: -a$ 
= n 

i= 1 (Ky - ~ i " ) ~  K;, --a:, K$ - a", 



Skorokhod problem 

when n - t  oo. 
I LEMMA 4. If 2-" !€'(a) < ~ ( a ) ,  then 

Proof. Since 

it is enough to show that 

K - a  p ([a!, w)) K:- - a: 
2 2 for 0 < i ,< 2". 

K - u p ( [ a  , ) )  K," - a! 

From the definition of function Y and from Remark 3 we get 

1 (x -a ,"_1)p(dx)  
K!- I - 4- I - - P ([a:, m)) [a:- "1 

2 P ([a;? 4) 
K?-a:-l P ( C ~ ~ I Y ~ ) )  j ~ x - a ~ - l ~ p ~ ~ x j  ~([ay- I Y 4) 

I 

Ia;, m) 

i and 

1 ( x - a i " ) ~ l ( d x )  
.#;- 1 - a! - p ([a;, a)) to;- m) < lu([a:, 4) 
G - 0 ;  - 1 )  j (x -a; )P(dx)  ~(Cai"-l, 4)' 

[a,", a) 

Lemmas 2, 3, and 4 now easily imply that W, has the distribution p. 
Remark 6. If T is a stopping time such that ET < m, then EWT = 0 

and EW; = ET 
To complete the proof of the theorem it must be shown that if 
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then 

From Remark 6 it follows that it is enough to show that ET < co. Let 
Y, and T, ( r z  = 1, 2, :. .) be defined as follows: 

F(x) if - n < x < n ,  
~ ( ~ ) = { . ( d  ifn<x<y(n), T, = inf it 2 0 ;  'Y,(w) G St). 

From the definition, T and ET,  < m (ET,, < means exit time of 
Brownian motion from [- n, !P (x)]). So ET,  = EW?". 

To obtain from Fatou Lemma that ET < m it is enough to show that 

" 1imsup~W:~ < co. 
n -'a 

Let A =  {W,€[n, Y(n))). Then 

< E W ; + ~  j x X p ( d x )  < E W , ~ + E  for n 2 no, 
[Wn), m) 

which completes the proof. 
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