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~tbstract. This paper gives conditions which imply that the m- 
depel~dent sequen~ce and the martingale difference sequence of ran- 
dom elements of DCO, 1J satisfy the central limit theorem in 
D[O, I]. Obtained results are an extew~on of results of H&n [33. 

1. I~trdwIti~n. Let D = D LO, 41 be tbe space, endowed with the Sksro- 
hod topology, OF real-valued f~nctilpns on 10, 81 whch are right continuous 
and have the left-hand Emits (for details sf D and the basis, properties of the 
Skorohod topology, see 121). 

The sequence {XJ = {X,, n I) of D-vaiud random elements satisfies 
the central limit theorem (CLT) in D if there exists a Gaussian random 
clement Z in D which is the Emit in asitribtion of the sequence of random 
elements 

R 

Zn = n-1/2  (Xi - EXi). 
i =  1 

D 
This convergence is denoted by Z,-p  Z ,  snnd we call Z the limiring 

Gaussiazn element. 
In E3j Hahn gave sufficient mnditions for the sequence of independent 

identicaljy discribrated random elements to satisfy CET in Dm This result is 
included in the fo'olRowing 

T ~ O M M  1. Let {X,} be the sequence of independent identically distribu- 
ted random elements qf D such that, for aEE t E [O, I ] ,  EX, (0 = O a d  EX: ( t )  
< m. Assunte there exist nodecreasing continzdous functions G a i d  F on 
LO, 11 and numbers a > 512, j? > I such that, for all 0 d s < t 6 za < 1, 

Tkaea? ( X J  satisfies the C U  in D and the limn'tiq Gaussian elemat is 
distributed on 6: [O, I], the space of real-ualaed co~1tinuous fzd~zctions an IP, I]. 



Taking this theorem as the starling point we formulate sufficient eondi- 
tions for the m-dependent sequence and martingale Mereme sequence of 
random elements of D to satisfly CLT in D. 

Types of dependence of random elements we the transposition of tk 
corresponding types of dependence of rmdorn variables and are defined in 
the following way : 

A sequence { X , )  of random elements is m-dependent if, for all j E N ,  i E I"sr 
and k E PJ, the random vectors (Xi, Xi+l, . . . , Xk) and [Xk+,,, Xk+n+ . . . , Xi) 
are independent wl~enever n > rn. 

I We say that ( ( X , ,  Fn]} = {(X,, 93, n 2 1 )  is the martingale dijjkreplce 
Jjequence i f  { X , ]  is the sequence of random elements adaptd to s-fields F 
= (P~,, n 3 I] such that, for every P%E N and every t~ 10, I], EXn( t )  < rn 
dnd E (x,pft]lP-"- = 0. 

1 2. CLT fair the sqocme of ddegendent radom elenaelats. In this section we 
~ i v e  a proposition of CLT for the m-dependent sequence and martingale 
difference sequence of D-valued random elements. 

1 T m o a k ~  2. Let {X,) be u strictly stationary sequence of na-dependent 
r;a~zdorn elements qf D such that, for all t E 10, 11, 

EXl (t)  = 0, 

EXq(t) -= m 

Assume lhere exist mndecreasiw continuous functio~ls G and P; on LO, 11 
Lid numbers u > 1/2, > 1. such that, for aEI 0 < s < t t u -G 1, 

(6) E (XI (t),- XI (s))Z ( ~ k  (u) - Xk (t))Z G QF (u) - F (s)Y for k = 1, 2, . . . , m. 
Then {X,) satisjes the rCLT in D and the limiting Gaussian element is 

distributed an 6. 
THEOREM 3. Let ((x,, 93) be a .wartingale difirence sequence of random 

klenaents of D such that, far all s, t~ [Q, I] and all n~ N ,  

where C(t,s)  is a function of two variables with finite values. 
Assumk! there exist nsndecreasitag continuous j~nctions G a d  F on 10, I] 

a d  nuanbeis u > 1/2, #i > 1 such that, for all n~ M artd all 0 -G s < t -G u < 1 ,  



Then (X, , )  scati4fies the CLT in D and the limiting Gaussian element is 
distributed on C. 

2. Prmfs. For the proof of Theorems 2 and 3 we show the ccsnvmgence 
of finite-dimensional distributions of the sequence (Z,,) to the ccsrrespondiiag 
finite-dimensional distributions of the Gaussian random element, and the 
tightness of the sequence {Z,)  in D. 

Proof  of Theorem 2. Convergence of finite-dimensional distributions 
of the sequpnce (2,) is the consequence of Theorem 20.1 of 121 and Cramer- 
Wold technique (Theorem 7.7 of C23). 

We v$rify the tightness of the sequence {Z , ) .  Let 

Since the sequence (Xnj is m-dependent, it follows that {Y2,, n 3 1 )  and 
{Y2,-, , n 2 1) are sequences of independent random dements. We verify 
that conditions (1) and (2) of Theorem 1 hold. 

From condition ( 5 )  sf the theorem we get the eslimation 

and condition (1) of Theorem 1 is satisfied by the sequence (&} with the 
function G replaced by m2'" G .  

Now we verify condition (2) of Theorem I! for the sequence {XI, using 
condition (6) and the Schwarz inequality: 

,< wa4 (F  (u) - F (s))B. 

The function, the existence of which is assumed in (21, Theorem 1, is 
m4I8F. Thus (Y2,j and (Y2',,-,) are sequences of independent random 
elements which satisfy conditions (1) and (2) of Theorem 1. Hence we infer 
that the sequences 
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where A, = [n/2m], Bn = [(n+ 1)/2m], converge in distribution and the limi- 
ting elements are distributed on 6, Let 

& = n - l P  i = c,, x, whereC.=[:]+I. 

D 
We can notice that R,, -+ 0. Since, moreover, Z,, = Zi, + ZB + R,, the 

sequence (2,) is tight. 
P r o  o f of T heo r em 3. The convergence af finite-dimensional distribu- 

tion of the sequence (Z,) to the corresponding finite-dimensional distribution 
of the Gaussian random element follows from Theorem 3.2 of c4-J and 
Theorem 7,7 of [2]. According to Theorem 15.6 of [2] it suffices to verify 
that, for all ? Z E N  and all 0 ,< s G t g u B 1, 

where y > 1 and B is a nondecreasing continuous function on 50, 11. 
Without loss of generality we may assume IF(t)j < 1, lG(t)[ g 1 for all 
t E [O, I]. We have 

= '- " [ B: (Xi ('1 - Xi IS)) (Xi (u) - Xi (t)) + C (Xi ( r )  - Xi (8)) (Xj (uf - X j  ([)Iz 
I= 1 i =bj 

n 

= 2n- [E { C (Xi ( t )  - Xi (4) (Xi [u) - Xi ( t ) ) )2  + 
i =  1 

n 

+ ' (C (Xi (t) - Xi (s)) (Xj (26) - Xj (t))I2]. 
i # j  

By the Schwartz inequality and assumption (9) we get 

Let us remark that sequences {(U,, 9-3, n 2 I) and ((Vlr,, S,J, n 2 I), 
defined as 

n- 1 

Un = (xfi (t) - X ,  (s)) C (Xi la) - Xi (t)), 
i =  1 

n- 1 

Kt = ( X n  (u) - Xn (tI) C (Xi  (t) - Xi (s)), 
i =  1 

create the sequences of martingale difference. This remark, the khwartz 
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inequality and assumption (10) imply 
" 

Thus 

where B = 211yF+4'1y 6, y = min(Za, f l .  
Applying Theorem 5.3. of [2] to the s q u m e  { ( Z , ( t ) - Z , , ( S ) ) ~ )  we see 

that E (2 (t) - Z @))2 < (6 (t) - 6 (s)f" and, hence, the Gaussian random eIe- 
menf Z is sample-continuous (Theorem 1 of [3]). 

4. Example. Consider the system of theory of reliability (see 113) which 
consists of n-k 1 elements and has the structure function @ 
= @(xl xz, x2 x3, . . . , x,, xn+ where x,, x,, . . . , x,+ , are binary values of 
elements and Q, is a "k out of n" structure function. In the case of renewed 
elements we assume that xi = Xi (t) are independent binary processes. Then 

where =C Xi Xi + , (i = I, 2, . . . , n). In that way the asymptotic behaviour of 
the survival function of the system can be brought to the study of the sum of 
2-dependent binary processes. The CET for independent binary processes 
was studied in E53. If X, are independent copies of a binary process fulfilling 
assumptions of Theorem 3 from [5) ,  then the sequence (Y,) satisfies CLT in 
D[O, m), the space of all real-valued right continuous functions on [ O ,  oo) 
which have left-hand limits in (0, oo), endowed with the Lindvall metric. As 
in C51, it is enough to verify that (V,) satisfies CLT in D [0, c] for a11 c > 0. 
Corollary I from [ 5 ]  and the estimation 



imply the existence of a continuous nclndecreasing function 6; such that 

E(Yf(r )  - Y, (s))' ,< ( ~ ( t )  -GIs)) for all t, s E 10, c]. 

Theorem 2 and Lemma 3 from 151 and the estimation 

E (Y, (0 - V ,  (s))= ( y* I 4  - Y, 

= PIXAf) Xn+ 1 It) # X n b )  Xn+ 1 (sl, X,(ls)l X,+ , luT # X,@) X,, 1 (0) 
< (Xn rtl # Xn Cs) Xn ( ~ 1  P Xn lt)) t- P (XB (t) + Xn (8 )  7 Xn -I- I (4 # Xn + I (t)) + 

+P(XR+ 1 (f) f Xn+ 1(4* Xnt- 3 tu I#  X,+ I ( t l ) + P ( X n ( ~ )  

+ xn ( 0 9  xn + , (0 # xn+ 1 (4) 
6 2P(X, ( t )  f XI (4 = X I  ( u ) ) - t 2P[X ,  (0 f X l  ($))P(Xl Ctl f X, (4) 
imply the existence of a continuous nondecreasing function F such that 

(x  ttl- Eyn (fl- K (4 + EK (sly ( K  (~1-  E X  ( ~ 1 -  Ti (tl+ (r))' 
( I ; ) - ) ,  wherej9>1. 

By analogy, 

E(X',(t)-E%(t)- TI~)+EY,(S)) )~(Y,+I(~~~-EY,+~: , (~) -  Y;,+1 (t)+EK+lit))Z 

< (F  (4 - I; (s)yl. 

Now, by Theorem 2, we conclude that {Y,) satisfies CLT in DLO, c ] .  

5. Acknawlledgnnenbs. The author would like to thank Professor  oles slaw 
ICopocinski for his helpful comments and Dr Wadyslaw Szczotka far 
suggesting the problem and for his guidance during its solution. The author 
also wishes to thank the referee for comments and corrections. 

[I] R. Barlow and E. Proschan,  Muthemah'cal theory of reliability, New York 1965. 
[2] P. B i 1 l ings le y, Conoergence of probability measures, New York 1968. 
t3J M. G. Nahn, Central limit theorem in DCO, 11, Z .  Wahrsch. verw. Gebiete 44 (19743, 

p. 89-101. 



[4] D, L. McLeish, Deyendertr csaral limit theorem and irrvurioncc principle4 Ann. Prob. 4 
(1974), p. 620-628. 

151 W, Szczotka,  Central limit rlteurein in  D m ,  eel) for breskdawn processes, Prob, and Math. 
stat. 1 (1980), p. 49-57. 

Institute of Mathematics 
Wrodaw University 
PI. Grunwaldzki 2/4 
50-384 Wroclaw, Poland 

Receiaed on 9. I. 1985; 
revised ~rrsion on 21. 10. 1983 




