
Abstract. The paper concerns the estimation of univariabb 
(multivariate) linear regression parameters based on the independent 
normally distributed random variables [vectors) with unknown va- 
riance (p. d. covariance matrix). 

1. Univariarte liwar qrms~vn psmmetem. Let xi ( i  = 1, 2, ..., vlji be 
independent N { A ,  rr2), where if p' = (yl, . . . , y,), then 

( 1 . 1 )  fi = AB, 

A being a known In xm)-matrix of rank nz, and fl  and 0' are unknown 
parameters. 

The best linear unbiased estimate of f l  is 

(1.2) $ = ( A ' A ) - ? A ' x ,  x ' = ( x , , x 2  ,..., x3, 
and 

Other types of estimates for fl  are obtained using Bayes mguments. 
Suppose we h v e  a prior knoprledge on #3 md assume that t h  prior 

distribution of fl is N(fl, ,  lr2A) when ,8, is Imown, and c2 and A may be 
known or not. Suppose a2 and A are known. Then the astributian of p, 
given x,  i s  

N((A-'+A'A)- ' (A-"~+ Arx),  a 2 ( A - ' + ~ '  A)-'). 

Hence Bayes estimate of fl  is given by 

where 8 = l-&, 6 = jT-p,, and W = p + ( A A I A )  

2 - R o b .  hiaeh Statist. 8 



We have 

(1.5) E/3, = fla+W6 
and 

(1.6) Adh = E(fib-P)(fib-/3)' = 6' W(ArA)Lb)ll ' C V f + [ B -  V66'(1-&k3',  

Is it possible Lo r i d  W so that T - c ~ ~ ( A ' A ) - ~ - M ~  is positive serni- 
definite? This will be possible if we consider W depending on aZ and 6. It is 
possible to write T as 

where 
T - (A' A)-1 - a-2 ad' o - 11-6'(rr2(A'A)-' +S6')-963 

and 
= ~ 6 ' ( ~ ~ ( ~ ' ~ ) - ~ + 6 6 ~ ) - ~ .  

Since 

(aZ (A' A)- ' + 6 6 1  ' = [A' A - A' A68  A' A/(G' + 6' A' Ac3)I/cr2, 

the above expressions can be written as 

It is easy to ver@ that To is positive definite. Hence the best choice of 
W depends on 5 and c?', and it is given by W = v. This estimate carnot be 
utilized and hence substituting cr2 and 6 by s2 and $, respectively, where 

Then, the new proposed estimate of P is 

Sometimes it is better to use some other estimate of a2 instead of an 
unbiased estimate and, hence, we shall modify the estimate flh given by (1.40) 
as 

where c is an appropriate constant. The estimator (1.4) is known as the Ridge 
estimator of (see [53), while the estimator ( 1 . 1 1 )  is known as the mempiricaE 
Bayes estimator, which is a particular case of those proposed and studied by 
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Stdn [8], EEron and iCEorris [Z], etc. These atimatow can be written as 

where u = (8 A ' A & ( ~ -  m) s2, and r(u) is a function of u. 
Notice that $1.1 1) can be abtdmnd from (1.12) by t&ing 

2. Mdthrar~iaae &weas qrmsbm &ern. Let xl, x2, . . . , X, be ide-  
pendent pdimensionzaT obsiesvatitions md let x, - N ( & ,  E). Suppose 

A being a known (11 xpPZ)-matrix of rank m. Here fl and Z are u&no~?~n 
parameters. 

Let X = (xl, . . . , x,)'. Then the maximum likeiihood estimate of ,8 is 

(2.2) $ -- [A 'A ) - lA1X  
and 

(2.3) - N I P @ ,  Z ~ ( A ' A ) - ~ )  

for any vector a. 
To obtain other types of estimate for & I d  us assume that 

fiw - M(B0 a, a' GaA) for any vector w. Then the posterior distribution of pa, 
given X, is 

for any vector a, and hence the Bayes esrimat.e of fl is 

* ,. 
where 6 1 fl-#lo, 6 = B-fl,, and W =  (I .+(AA'A)-I)- ' .  

Notice that, for all non-null vectors a, the distribution of 8, a is 

N ( ( j a  + W5) 8, I&' CaW (A' A)- Wf) ). 

Now, 8.B' = (PI, Bz, .-., Bm), then we write p, = ($;, p2, .. ., &I. In this 
notation, D, - N(&, (A' A)-' OX) and h, - ((60 4- w6)* W ( A ' 4 - I  W'OZ), 
where P@Q is the Kro~le~ker product of 1B a ~ d  Q and it is defined by 
P@Q = ( p i j Q )  with P = (pjj).  Then the mearm square error for fib is 



Is it possible to fmd 1V so that T = (ArA)-"@X-MI, is positive semi- 
definite? 

Let B' = (b , ,  bZs . . ,, 61,) and B, = (4, b$, . .., b6)'. Then, if T is pcrsittive 
semi-definite, 

should be nonnegative for all non-null matices B. Let us transform: 

IF -P Z - If2 B,  (A' A).llL, 

W -, (A' A)- WI (A' A)'/', 

d -. (A' A)- St Ell2 .  

Then 

(B*)' TB, = tr B; B, ( I -  Wl VV;)-- [tr[II-- Wl)dl B, lZ .  

Now, if we choose Wl = 6,6; (I+ 6,6; j - I  or 

then at least it can be verified that T is psitive defiite for p = 1 and 2. It 
would be nice if this were true for any p. 

Since 6 and Zd a e  unknown quantities, we can subseitute 8 and cS for 
their estimates, where S = X [I  - A (A' A)- A'] W(rz - m). Then we can pro- 
pose for fl the es~mate 

which is a generalkation of (1,l.l). Formula (2.5) can be r e ~ t t e n  as 

(2.6) fibs = /ID+ (8$-'&)((~~~)-~c+8~-'6:)-'b, 

which is a generalization sf Thompson's estimator [9, 101. As in the 
univariate situation, we define 

where W is a function of 8 ~ - ' 8 .  
3. 0 t h  types @f aimatlas. 

(a) Univwiale. Let us base our estimate of /I (of Section BE, lfased on the 
empirical testing, on 4&,(/.3 = B,) VS Hffl f So). Hence the proposed estimate 
of fl  is 

C 
* if u < c, 
Ben, = 

)B otherwise, 



where es .; 8' A' - 4 s '  and c is a constant, Here fl and f, are some 
appropriate fui~ctions. Alam [I] used f, (u) = u/(I + u) and f, (w) = I, while 
Upadhyaya and Srivzlstava [I17 used .f1 (u) = I -aexp(-buf and f ,  (4 = 1. 
They obtained mean square errors. 

(b) Multivariate. In the model of Section 2 we can propose 

/ ? o + ~ l ( 8 ~ - 1 8 ? s ^  i f € r ( $ ~ - ~ S ^ ' ~ ' ~ ) d c ,  or 

Bern = 18 A' A ~ I / I S  + 8 A' AJ~ 3 C, 

~2 CBS- ' p? B otherwise, 

where F 1  and F2 are matrix functions of $3- l.8' and Ds-l B, respectively. 

A Has a d  mean sguaae error. 

(a) Umitlariate. First of all we shd! consider the estimate fib, = 8, 
+ f (u) 8, where f (u) is a function of u = (8' A' Ab")/(n - m)s2. We observe that 
8 and (n - m) s2 are here indepmdently distributed, 8 - N (6,  aZ (A' A)- l) and 
(n - m) s2/c2 - xi- Let w = (8 A2$) /a2  and v = ( n  - 4 sZ/cr2. The problem 
is to find 

(4.1) ~ ( 8 1 ~ 7 , ~ )  and ~ ( 8 8 ' 1 ~ ~ ~ ) .  

To obtain these results, we observe that lhe density of 8 is 

and the density of w is 

W (;1/2)3' W<m+ 2.i- 2)/2 e-  ~ 1 2  

(4.3) g(wlm, 2) = e-"' Z j ! 2 m + ~ j ) , t z ~ ( ~ / ~ q  for Q < W < W  
j=  0 

where A = 6'A'A6/a2 and g(wlm, 0) is obtained from (4.3) by putting il = 0. 
Hence, tk density of 6", given wy is 

Let z = (A' A)li2 $/B & and p = (A' A)''' 6 /a  4. Then (4.4) can be 
rewritten as 

(4.5) ia (wlm,  i-)}-' e w ( m a ' z 1  Idzl. 

where z'z = p'p = l and [dz) is a unit invariant Haar over O[l ,  m] 
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= jz: z'a - 1 ) .  The distribution given by (4.5) is known as Fjsher - U O ~  

Mkes distribution and studied by various authors (e.g. [a, 6, 121). 
Let C be an orthogonal matrix the first row vector of which is p. 

Then 4 3 ,  -; y gives [AT] = [dy], and the density of y! given w, is 

,444 { a ( w i r ~ ,  A)] e ~ p ( ~ / a y , )  Ldy3, 
where 

T(m/2) 
[dy] = -,- - over y'y  = 1 

dm'- l ~ i l  

By (4.6) and (4.7) it is easy to show that y, and ( y i / f i i !  for 
i = 2, 3, . . . , m} are independently dislrribrrted, the distribution of y,, given w, 
is 

1 m - l  - I  

(4.81 h ( i , )  = (B 2, l ) a ( w ~ m .  P ]  e x p ( , m  Y J ( ~  -Y?)''-~)~' 

for y: 6 1, 

and the joint density of li = yi/vm br i = 2, 3, . . ., m is similar to (4.7) 
by replacing pn by m- 1. Me~lce 

(4-9) EIl,=O, Ei,lj=E?: for i f j = 2 ,  3, ..., m 
and 

Thus 
1 

E(y1lw) = J Y ,  h ( ~ l ) d ~ l  
- 1 

and, since fy, (1 - y:)'"-3)t2dJ) 1 - - -(m- I ) - '  (1 -yI)("-1)/2,  we get 

(4.12a) E(y,y,lw) = ~ { ~ , ( 1 - y : ) ~ / ~ l ~ I w )  = 0 for i # 1, 

(4.t2.b) E ( y i y j l w ) = ~ ( l i l j ( l - y : ) l w ) = O  for i # j = 2 , 3 ,  ..., m, 

and 

(4.12~) E(yzIw) = ~ ( l ? ( l - y 3 1 w )  = (m-P)a(wIm+2, /ZIJa(wIm, A). 



Hence 

(4.1 3) E ( y l w )  = e , ( ~ / m ] n ( w ! r n + ~ ,  i ) /a (wln ,  A] 
and 

(4.1 4) E(yyfIw) = el 41(l--bb+rn-1 b l ,  

where c.; = (1, 0, ..., 0) and b = u(wEm+2, .l-)/a(wlm, A}. 
Now we are in a position to give expressions for E(&j w)  and ~($8'1 w) as 

and 

(4.1 6) ~ ( d $ ] w )  = a2(A'A)-1(w/m)b-kw(1 -bj66'/X. 

Using the density (4.3) and (4.3~~) of w, we note that 

and hence 

(4.1 8) EL, = Po 4- Ef (w/v) 8 = Po + SEf  MI*/^;) 
and 

(4.19) E&, -j9) [ jb ,  - P)' = ~ " ( A ' A ) - '  E ( f  (w*/v)],' - 2 6 6 ' ~ f  (w4/u)+ 

where w* is distributed as noncentral ;e2 with m+2 degrees of freedom and 
noncentral parameter A, while w is distributed as noncentral X"th m 
degrees of freedom and noncentral parameter A. Thus, the mean square error 
matrix is 

where sl = ~ { f ( w ' / v ) ) ~ = E ( / ( ~ * ) ) '  and a2 = I-m(a, /A)-2E(f(Fa))+ 
+A-" { f (w/v)j2 w and F* = w"/v. 

For the various particular functionsf, (4.19) or (4.19~~) can be calculated 
explicitly. This is left to the reader. 

(b) Multiuariate. The estimate d f i  can be written in two diflerent 
forms according to nz > p or m < p. For m < p we write 
(4.20) P I b e  = P g 0 + ~ ( 8 ~  ~ - ' $ ; ) 8 ~ ,  
and for m > p 

where fi,be = ~ ~ f b e . E - 1 / 2 ,  flm = , , / ; ~ ; ; ~ B ~ Z ~ J ' ,  V = .E -1J2~Z- '12(n-m)  
i r -  and 8, = ,JA AdZ-It2.  
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The distribution of B/ is Wishart with la-m degrees of freedom, - 1V,,,(61, I, ,  1,) and they are independient. 
It is extremely difficull to obtain the mean and mean square matrix for 

the elements of Bl,, defined in (4.20) and (4.21). We shdl only considerhthe 
situation where na - 1 and p > 1. For this purpose the estimate given in 
(4.20) can be written as 

where 8,, Bra and FRic are row vectors and g is a scalar function 8, T1&. 
Since 8,- and V are independently distributed, we shaU use lthe orthogonal 
transformation CVC' = 1/, , where the first row of C is &/m. Then I.;-1 

2 = C Y  - ' C' and if V; = (viJ), u" = V -  ' l$ and 1/uN = u - x.-,, 
then (4.22a) can be rewritten as 

which is exactly similar to the estimate considered in Section 4(a), Using 
(4.18), we get 

where 

u - - 2  iCn- p,  W* (A), A =  6; and 6 ,  = ( A - A ~ ~  dSz-'t2. 
Further, by (4.19~1)~ we get 

where a, = E (g (w* /~) )2 ,  a, = 1 - p(a,/A) - ZEg(w*/u) + 2- E (g(w/~))~ w, w 
2 - 51; 1 - 4 5  M'* xi+. 2 (4 and u - X.- - 

Other situations are left to the reader. 
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