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Abstract. Let { Y,,, n 3 1 j. be a sequence of independent positi- 
ve random variables, defined on a probability sjmce (a, d, P), with 
a common distribution function F. Put 

Y.' = inf(Y1, b, ..., Y.), m 3 1 and Sn = Y:, n 3 I 
m= 1 

In this paper mixing limit theorem fm the sums S,, a 3 I, is 
given and the random central limit theorem is proved. 

1. Imtrodmctiom and resoLs. Let (Y,, n 2 I} be a sequerlce of independent 
positive random variables with a common distribution function F. Let us put 

R 

Y = i n f ( Y , Y ,  . 1 ,  and S,= Y,*,n>l .  
ln- 1 

The three convergences: in probability, almost sure and in law were 
established in [4]-['7] for sums S ,  of infima of independent random variables 
uniformly distributed on [O, 11. The almost sure invariance principle was 
investigated in 181. 

Now, let (Y,, n 3 1) be a sequence of independent positive random 
variables with a common distribution function F such that 

j ! f ' (x ) - i lx -2dx<m for O < b < m .  
0 

T. Hdglund proved in [9] the following central limit theorem: 
THEOREM 0. Under assumption (I) 



where 

S ,  = q*, &* = inf(Yl, Y2, ..., Vk), k 2 1 ,  n 2 1 ,  
k= 1 

and @ is the standard normal dispibestbn function. 
In this paper we give a mixirig limit theorem and a random central Iirnil 

theorem for {Z,, n , 1 ) .  
THEOREM 1. (i) Under the assumptioa~ Q .  Theorem 0 the sequence 

( Z , ,  n > 1 )  is mixing, i.e. 

for any event B E  d such t h ~ t  P(B) > 0. 
(ii) Let IN,, n 3 l f  be a sequence o f  positive integer-valued random 

variables such that 

where A is la positive random variableu.dependent only on finitely many Y,, n 
3 I, and {a,,, n 2 1) is a sequence of positive ~ l u m b e y  tendity to f oo. Then 

2. Rmfs of results In the proof of Theorem 1 we apply some kmmas 
given by Dehe6vels [5J and Nijglund [9]. For the sake of completeness we 
present them in Section 3. 

Proof of Theorem 1.(i) Let ( Z , , n > l )  bedefined by(2)andlet 
Yz, = inf(Y,+,, . .., Y,) for n > rn. Denote by A, the event { Z ,  < x} for k 
2 no, where no is such that P(A& > O  for all k 2 no. We prove that the 
sequence {Z,, n > I} is mixing. 

By Theorem 1 ( [ lQ] ,  p. 4 0 9  it is sufficient to show that 

as, by Theorem 4 lim P(A,1 &I) = @(XI. Since 
n-rm 
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we have S,/b j'Zlogn + 0 as.  as n + oo, and, by Lemma 3.4, 

The random variables x x .  are indepndent of S, for every k >, no, so, 
by Theorem 0, we immediately obtain (5) and the proof of (i) is completed. 

[ii) To prove that P (Z,,, < x) -t @(x) as pn -, oo for every IN,, n 1)  
satisfying (3), if is sufficient to note that the sequence {Z, ,  n > 1) satisfies 
assumptions of Theorem 3 in [3]. 

By (i) and since the random variable A depends only on finitely many 
Y,, n 2 1, we have 

[a Ijm P(Z, < xl A) = @ (x) 
n - r m  

for all A E F ~ ,  where .Fa is the a-field generated by the random variable a. 
Now we show that {Z,, n 3 1 )  satisfies the generalized Anscambds 

condition with the norming sequence {k, = n, n 3 I}, i.e. that for every E > D 
there exists a 6 > 0 suck that 

holds far every A E SA, where P, {B) = P(A n 63). 
If we write D,(6) = ( i :  (1 - S )  n < i < (1 + 6) n}, then by a simple estima- 

tion we obtain 

G r n a r p -  ' )+marl* log i 
i~D, , (* l  b ,/= b ,/= ieDnh3 ,,/= - .,/- 

< rnax max " 
>+ 

1 +- max max(&-&, &--&I 
$ i s D n ( 4  
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where 

It is easy to see thd b , -0 ,  bh-0 and c,+O as n+m. 

Now let {X,, n 2 1) be a sequence of independent random variables 
uniformly distributed on [0, 11, 

Put G ( t )  = inf {x 2 0: F (x) 2 t ) .  Then, by 163, the sequences (G (XJ, 
n 3 1) and {Y;,, n 2 1 )  are the same in law. 

n 

Furthermore, the sequence S, = &* may be represented as Sn 
k= 1 

I 

= C G(X,*j, where X: = inf(X,, X , ,  ..., X,), k 2 1. 
k= 1 

On the other hand, Hoglund [9] proved that 

holds in law, where p., 5 0  as n + co. Therefore, by Lemma 3.1, 



and 
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s n  s", bh=-bk+r,bl,+O a.s. as n + m ,  
blogn logn 

n 

where ,!?, = Xz, IZ 2 1. SO, by (8H10) we get 
k =  l 

[n(1+ 511 

(1 1) [ max IZn - Zz(  2 E] c k=[n(l-61]+I 

ieD8,(4 

for any E =- 0 and sufficiently large n. 
Observe that 

By Lemma 3.4 and the fact that the random variables A and 

are independent Tor sufficiently large n, one can check that condition (7) is a 
consequence of the following well-known Anscombe condition: 

By (111, Lemma 3.3, the Markoff inequality and Lemma 3.2 we obtain 

Hence, from Theorem 3 of 131, we immediately obtain (4) for every 
IN,, ra 2 11) satisfying (3). This completes the proof of Theorem 1. 

3. Lemmas. In this section we present some lemmas we needed in the 
proofs of Theorem 1. 



LEMMA 3.1. Let (X,, rs 2 1) be a sequence af independent random variab- 
les unij50rmly distributed on p, I]. Then g,$log n - 1 a.s. as n - a, where 3, 
= X$,  and X$ = inf(X,, X2, ..., X,), k 2 1, n > 1. 

R =  1 

LEMMA 3.2. EX2 = (k -t 1)- (k 3 I), ~ S , - l o ~  n = 0 11). 
LEMMA 3.3. Under the assesmptiom of Theorern O 

P 
where r, * 0 as xa 4 m, and 

where, for 0 < 6 < 1, y, = I if X,* < 6 and yk = 0 ijz r"t > 6, and G ( t )  = 
inf(x2O: F(x)>t) .  

LEMMA 3.4. Let {Y,, n 2 1 )  be a sequeplce of positive independent random 
variables with rhe common distribution functioiz F such that F ( x )  = O for x < 01, 
F ( x )  > 0 for x > 0. Let us put x* = inf(Y,, ..., V,), Y z ,  = inf(Ym+,, ..., 'V,), 
n > m  n 2 1 .  

i 

Then the sum (Y2,- Y t )  converges almost surely. 
-n= m +  I 

Pro of. We observe that 

Then 
a, cn 

NQW, it is sdkient fo show that 
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lim g(  Y2nlLr.x 2 K) = O for every C > 0, 
K4m n = m + i  m,n 

and P(Y, = C) = O  for C=0 .  

AsksngwBdgemen?wa. The author wishes ta express his gratitude to the 
referee for valuable remarks and comments improving the previous version 
of this paper. Especially Lemma 3.4 belongs to him. 
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