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Abstract. The Lévy and the Dudley metrics are used to give estimates of the rate convergence in the central limit theorem for some functions of the average of independent random variables.

1. Introduction and notation. Let $\left\{X_{k}, k \geqslant 1\right\}$ be a sequence of independent random variables and put $S_{n}=\sum X_{k}, k=1,2, \ldots, n$.

The asymptotical normality of $\left\{g\left(S_{n} / n\right), n \geqslant 1\right\}$, where $g$ is a real function, was considered for instance in [1], [3], [4], [7], and [8]. We are interested in the rate of convergence in terms of the Lévy and Dudley metrics of the normalized sequence $\left\{g\left(S_{n} / n\right), n \geqslant 1\right\}$.

Throughout this paper we shall use the following notation:
$\mathscr{G}$ - the class of the real differentiable functions $g$ such that $g^{\prime}$ satisfies the Lipschitz condition, i.e.

$$
\begin{equation*}
\left|g^{\prime}(x)-g^{\prime}(y)\right|<L|x-y|^{\delta}, \quad 0<\delta \leqslant 1 \tag{1}
\end{equation*}
$$

$\mathscr{D}$ - the class of all sequences $\left\{d_{n}, n \geqslant 1\right\}$ of positive numbers such that $d_{n} \rightarrow \infty, n \rightarrow \infty$;
$(D, L)$ - the metric space of all probability distributions on the real line, with the Lévy distance $L(\cdot, \cdot)$, i.e.

$$
\begin{equation*}
L(F, G)=\inf \{\varepsilon: F(x-\varepsilon)-\varepsilon \leqslant G(x) \leqslant F(x+\varepsilon)+\varepsilon, x \in R\} \tag{2}
\end{equation*}
$$

( $D$ is a complete space and convergence in the sense of the Lévy metric is equivalent to convergence in law [2]);
( $D, d$ ) - the metric space of all probability distributions on the real line, with the Dudley distance $d(\cdot, \cdot)$, i.e.

$$
\begin{equation*}
d(F, G)=\sup \left|\int f(x) d(F-G)(x)\right| \tag{3}
\end{equation*}
$$

where the supremum is taken over all such functions $f$ for which

$$
\sup _{x}|f(x)| \leqslant 1 \quad \text { and } \quad \sup _{x \neq y} \frac{|f(x)-f(y)|}{|x-y|} \leqslant 1
$$

(the convergence in the sense of the Dudley metric is equivalent to convergence in law [2]);

$$
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} \dot{e}^{-t^{2} / 2} d t, \quad-\infty<x<\infty
$$

2. Convergence in the Lévy metric. First we shall give the estimates in the case where $\left\{X_{k}, k \geqslant 1\right\}$ is a sequence of independent identically distributed random variables (i.i.d.r.v.) with $\mathrm{E} X_{1}=\mu, 0<\sigma^{2} X_{1}=\sigma^{2}<\infty$.

Let

$$
\begin{equation*}
Z_{n}=\frac{\sqrt{n}}{\sigma g^{\prime}(\mu)}\left[g\left(\frac{S_{n}}{n}\right)-g(\mu)\right], \quad g \in \mathscr{G} \tag{4}
\end{equation*}
$$

In [7] there was given the estimate (with $\delta=1$ )

$$
\begin{equation*}
\sup _{x}\left|F_{Z_{n}}(x)-\Phi(x)\right|=O\left(\frac{d_{n}^{1+\delta}}{n^{\delta / 2}}+\frac{1}{d_{n}} e^{-d_{n}^{2} / 2}\right), \tag{5}
\end{equation*}
$$

where $d_{n} \in \mathscr{D}$ and $F_{Z_{n}}$ is the distribution function of $Z_{n}$. This note gives the rate of convergence of $\left\{F_{Z_{n}}\right\}$ to $\Phi$ in terms of the Lévy and Dudley metrics.

Theorem 1. Let $\left\{X_{k}, k \geqslant 1\right\}$ be a sequence of i.i.d.r.v. with $\mathrm{E} X_{1}=\mu$, $\sigma^{2} X_{1}=\sigma^{2}, \mathrm{E}\left|X_{1}\right|^{3}<\infty$. Then for every $g \in \mathscr{G}$ with $g^{\prime}(\mu) \neq 0$, and any sequences $d_{n} \in \mathscr{D}$ and $\left\{\varepsilon_{n}, n \geqslant 1\right\}, \varepsilon_{n} \rightarrow 0, n \rightarrow \infty$,

$$
\begin{equation*}
L\left(F_{Z_{n}}, \Phi\right) \leqslant C \max \left\{\varepsilon_{n}, \frac{1}{\sqrt{n}}+\frac{1}{d_{n}} e^{-d_{n}^{2} / 2}+\frac{d_{n}^{1+\delta}}{A \sqrt{n} \varepsilon_{n}^{1 / \delta}} e^{-\frac{A^{2} n}{2}}\left(\varepsilon_{n} / d_{n}\right)^{2 / \delta}\right\} \tag{6}
\end{equation*}
$$

where $A=\sigma^{-1}(L \theta)^{-1 / \delta}\left|g^{\prime}(\mu)\right|^{1 / \delta}$.
Particularly, if $\varepsilon_{n}=A^{-\delta} d_{n}^{1+\delta} n^{-\delta / 2}$,

$$
L\left(F_{Z_{n}}, \Phi\right) \leqslant C \max \left\{\frac{d_{n}^{1+\delta}}{n^{\delta / 2}}, \frac{1}{\sqrt{n}}+\frac{1}{d_{n}} e^{-d_{n}^{2} / 2}\right\} .
$$

Proof. Note that, for any random variable $X$ and $Y$, we have

$$
\begin{aligned}
F_{X+Y}(x)= & \mathrm{P}[X+Y<x] \leqslant \mathrm{P}[|Y| \leqslant \varepsilon, X<x+\varepsilon]+\mathrm{P}[|Y|>\varepsilon] \\
\leqslant & F_{X}(x+\varepsilon)+\mathrm{P}[|Y|>\varepsilon]
\end{aligned}
$$

and by substituting $\quad X \mapsto X+Y, Y \mapsto-Y, x \mapsto x-\varepsilon \quad$ we get $\quad F_{X}(x-\varepsilon)$ $\leqslant F_{X+Y}(x)+P[|Y|>\varepsilon]$. Hence

$$
\begin{equation*}
F_{X}(x-\varepsilon)-\mathrm{P}[|Y|>\varepsilon] \leqslant F_{X+Y}(x) \leqslant F_{X}(x+\varepsilon)+\mathrm{P}[|Y|>\varepsilon] . \tag{7}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
Z_{n}=\frac{S_{n}-n \mu}{\sigma \sqrt{n}}+\frac{S_{n}-n \mu}{\sigma \sqrt{n}}\left(h\left(\frac{S_{n}}{n}\right)-1\right) \tag{8}
\end{equation*}
$$

where

$$
h(x)= \begin{cases}\frac{g(x)-g(\mu)}{(x-\mu) g^{\prime}(\mu),} & x \neq \mu \\ 1, & x=\mu\end{cases}
$$

and
(9)

$$
L\left(F_{Z_{n}}, \Phi\right) \leqslant L\left(F_{Z_{n}}, F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}\right)+L\left(F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}, \Phi\right)
$$

It is known [6] that

$$
\begin{equation*}
L\left(F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}, \Phi\right)=O\left(n^{-1 / 2}\right) \tag{10}
\end{equation*}
$$

and, by (6) and (8),

$$
\begin{align*}
& F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}\left(x-\varepsilon_{n}\right)-P {\left[\left|Y_{n}\right|>\varepsilon_{n}\right] }  \tag{11}\\
& \leqslant F_{Z_{n}}(x) \leqslant F\left(S_{n}-n \mu\right) / \sigma \sqrt{n} \\
&\left(x+\varepsilon_{n}\right)+P\left[\left|Y_{n}\right|>\varepsilon_{n}\right]
\end{align*}
$$

where

$$
Y_{n}=\frac{S_{n}-n \mu}{\sigma \sqrt{n}}\left(h\left(\frac{S_{n}}{n}\right)-1\right)
$$

Now we shall use the following estimate:
(12) $\mathrm{P}\left[\left|Y_{n}\right|>\varepsilon_{n}\right] \leqslant C \frac{1}{\sqrt{n}}+2\left(1-\Phi\left(d_{n}\right)\right)+2\left(1-\Phi\left(A \sqrt{n}\left(\frac{\varepsilon_{n}}{d_{n}}\right)^{1 / \delta}\right)\right):=\alpha_{n}$.

To prove, we note that, for any $\left\{d_{n}, n \geqslant 1\right\} \in \mathscr{D}$,

$$
\begin{align*}
& \mathrm{P}\left[\left|Y_{n}\right|>\varepsilon_{n}\right] \leqslant \mathrm{P}\left[\left|\frac{S_{n}-n \mu}{\sigma \sqrt{n}}\right| \geqslant d_{n}\right]+\mathrm{P}\left[\left|h\left(\frac{S_{n}}{n}\right)-1\right|>\frac{\varepsilon_{n}}{d_{n}}\right]  \tag{13}\\
\leqslant & 2 \sup _{x}\left|\mathrm{P}\left[\frac{S_{n}-n \mu}{\sigma \sqrt{n}}<x\right]-\Phi(x)\right|+2\left(1-\Phi\left(d_{n}\right)\right)+\mathrm{P}\left[\left|h\left(\frac{S_{n}}{n}\right)-1\right|>\frac{\varepsilon_{n}}{d_{n}}\right] .
\end{align*}
$$

But

$$
\begin{align*}
& P\left[\left|h\left(\frac{S_{n}}{n}\right)-1\right|>\frac{\varepsilon_{n}}{d_{n}}\right]=\mathrm{P}\left[\left|\frac{g^{\prime}\left(\mu+\theta\left(S_{n} / n-\mu\right)\right)}{g^{\prime}(\mu)}-1\right|>\frac{\varepsilon_{n}}{d_{n}}\right]  \tag{14}\\
& \leqslant \mathrm{P}\left[\left|\frac{S_{n}-n \mu}{\sigma \sqrt{n}}\right| \geqslant \frac{\left(\left|g^{\prime}(\mu)\right| / L \theta\right)^{1 / \delta}}{\sigma}\left(\frac{\varepsilon_{n}}{d_{n}}\right)^{1 / \delta} \sqrt{n}\right] \\
& \leqslant 2 \sup _{x}\left|\mathrm{P}\left[\left|\frac{S_{n}-n \mu}{\sigma \sqrt{n}}\right|<x\right]-\Phi(x)\right|+2\left(1-\Phi\left(\frac{\left(\left|g^{\prime}(\mu)\right| / L \theta\right)^{1 / \delta}}{\sigma}\left(\frac{\varepsilon_{n}}{d_{n}}\right)^{1 / \delta} \sqrt{n}\right)\right)
\end{align*}
$$

as $0<\theta<1$.
Putting $\mathrm{A}=\left(\left|g^{\prime}(\mu)\right| / \sigma^{\delta} L \theta\right)^{1 / \delta}$ and combining (13), (14), we obtain (12).
Now (11) can be written as follows:

$$
F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}\left(x-\varepsilon_{n}\right)-\alpha_{n} \leqslant F_{Z_{n}}(x) \leqslant F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}\left(x+\varepsilon_{n}\right)+\alpha_{n} .
$$

Hence, since the distribution function is nondecreasing, we have

$$
\begin{equation*}
F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}\left(x-\eta_{n}\right)-\eta_{n} \leqslant F_{Z_{n}}(x) \leqslant F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}\left(x+\eta_{n}\right)+\eta_{n}, \tag{15}
\end{equation*}
$$

where $\eta_{n}=\max \left\{\varepsilon_{n}, \alpha_{n}\right\}$.
We observe that the infimum of numbers $\eta_{n}$ for which (15) holds is the Lévy distance of $F_{Z_{n}}$ and $F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}$. Thus $L\left(F_{Z_{n}}, F_{\left(s_{n}-n \mu\right) / \sigma \sqrt{n}}\right) \leqslant \eta_{n}$, which, together with (9) and (10), completes the proof of Theorem 1.

Let now $\Phi$ be the class of all functions $\varphi$ defined on $\mathbb{R}$ and satisfying the condition:
(16) $\quad \varphi$ is nonnegative, even, and nondecreasing on $[0, \infty], x / \varphi(x)$ is defined for all $x$ and nondecreasing on $[0, \infty]$.
Theorem 2. Let $\left\{X_{k}, k \geqslant 1\right\}$ be a sequence of i.i.d.r.v. with $\mathrm{E} X_{1}$ $=\mu, \sigma^{2} X_{1}=\sigma^{2}, \mathrm{E}\left(X_{1}-\mu\right)^{2} \varphi\left(X_{1}-\mu\right)<\infty$, for some $\varphi \in \Phi$. Then, for every $g \in \mathscr{G}$ with $g^{\prime}(\mu) \neq 0$ and any sequence $\left\{d_{n}, n \geqslant 1\right\} \in \mathscr{D}$,

$$
\begin{equation*}
L\left(F_{Z_{n}}, \Phi\right) \leqslant C \max \left\{\frac{d_{n}^{1+\delta}}{n^{\delta / 2}}, \frac{1}{\varphi(\sigma \sqrt{n})}+\frac{1}{d_{n}} e^{-d_{n}^{2} / 2}\right\} \tag{17}
\end{equation*}
$$

Proof. It is enough to repłace in the proof of Theorem 1 the estimate (10) by (cf. [5])

$$
\begin{equation*}
L\left(F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}, \Phi\right)=O\left(\frac{1}{\varphi(\sigma \sqrt{n})}\right) \tag{18}
\end{equation*}
$$

We now give the uniform estimates in the case where $\left\{X_{k}, k \geqslant 1\right\}$ is a sequence of nonidentically distributed random variables.

Put

$$
\begin{equation*}
\mu_{n}=\frac{1}{n} \sum_{k=1}^{n} \mathrm{E} X_{k}, \quad s_{n}^{2}=\sum_{k=1}^{n} \sigma^{2} X_{k}, \quad X_{k}^{0}=X_{k}-\mathrm{E} X_{k}, k \geqslant 1, \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{n}=\frac{n}{s_{n} g^{\prime}\left(\mu_{n}\right)}\left[g\left(\frac{S_{n}}{n}\right)-g\left(\mu_{n}\right)\right] \tag{20}
\end{equation*}
$$

Theorem 3. Let $\left\{X_{k}, k \geqslant 1\right\}$ be a sequence of independent random variables such that $\mathrm{E}\left(X_{k}^{0}\right)^{2} \varphi\left(X_{k}^{0}\right)<\infty, k \geqslant 1$, for some $\varphi \in \Phi$. Then, for every $g \in \mathscr{G}$ with $g^{\prime}\left(\mu_{n}\right) \neq 0, n \geqslant 1$, and any sequence $\left\{d_{n}, n \geqslant 1\right\} \in \mathscr{D}$,

$$
\begin{equation*}
L\left(F_{V_{n}}, \Phi\right) \leqslant C \max \left\{\frac{s_{n}^{\delta} d_{n}^{1+\delta}}{n^{\delta}\left|g^{\prime}\left(\mu_{n}\right)\right|}, \frac{\sum_{k=1}^{n} \mathrm{E}\left(X_{k}^{0}\right)^{2} \varphi\left(X_{k}^{0}\right)}{s_{n}^{2} \varphi\left(s_{n}\right)}+\frac{1}{d_{n}} e^{-d_{n}^{2} \mid 2}\right\} . \tag{21}
\end{equation*}
$$

If $\varphi(x) \equiv|x|$, i.e. $\mathrm{E}\left|X_{k}^{0}\right|^{3}<\infty$, then

$$
\begin{equation*}
L\left(F_{V_{n}}, \Phi\right) \leqslant C \max \left\{\frac{s_{n}^{\delta} d_{n}^{1+\delta}}{n^{\delta}\left|g^{\prime}\left(\mu_{n}\right)\right|^{\prime}} \frac{\sum_{k=1}^{n} \mathrm{E}\left|X_{k}^{0}\right|^{3}}{s_{n}^{3}}+\frac{1}{d_{n}} e^{-d_{n}^{2} / 2}\right\} \tag{22}
\end{equation*}
$$

Proof. Note that

$$
V_{n}=\frac{S_{n}-n \mu_{n}}{s_{n}}+\frac{S_{n}-n \mu_{n}}{s_{n}}\left(\frac{n}{g^{\prime}\left(\mu_{n}\right)} \frac{g\left(S_{n} / n\right)-g\left(\mu_{n}\right)}{S_{n}-n \mu_{n}}-1\right)
$$

and

$$
\begin{equation*}
L\left(F_{V_{n}}, \Phi\right) \leqslant L\left(F_{V_{n}}, F_{\left(s_{n}-n \mu_{n} / s_{n}\right.}\right)+L\left(F_{\left(s_{n}-n \mu_{n}\right) / s_{n}}, \Phi\right) \tag{23}
\end{equation*}
$$

It is known (see [5]) that

$$
\begin{equation*}
L\left(F_{\left(s_{n}-n \mu_{n}\right) / s_{n}}, \Phi\right)=O\left(\frac{\sum_{k=1}^{n} \mathrm{E}\left|X_{k}^{0}\right|^{3}}{s_{n}^{3}}\right) \quad \text { if } \mathrm{E}\left|X_{k}^{0}\right|^{3}<\infty \tag{24}
\end{equation*}
$$

and
(25) $L\left(F_{\left(s_{n}-n \mu_{n}\right) / s_{n}}, \Phi\right)=O\left(\frac{\sum_{k=1}^{n} \mathrm{E}\left(X_{k}^{0}\right)^{2} \varphi\left(X_{k}^{0}\right)}{s_{n}^{2} \varphi\left(s_{n}\right)}\right) \quad$ if $\mathrm{E}\left(X_{k}^{0}\right)^{2} \varphi\left(X_{k}^{0}\right)<\infty$.

Applying the method used in the proof of Theorem 1 we get

$$
\begin{aligned}
& \mathrm{P}\left[\left|\frac{S_{n}-n \mu_{n}}{s_{n}}\left(\frac{n}{g^{\prime}\left(\mu_{n}\right)} \frac{g\left(S_{n} / n\right)-g\left(\mu_{n}\right)}{S_{n}-n \mu_{n}}-1\right)\right|>\varepsilon_{n}^{\prime}\right] \\
& \quad \leqslant C \frac{\sum_{k=1}^{n} \mathrm{E}\left|X_{k}^{0}\right|^{3}}{s_{n}^{3}}+2\left(1-\Phi\left(d_{n}\right)\right)+2\left(1-\Phi\left(\frac{n}{s_{n}}\left(\frac{\left|g^{\prime}\left(\mu_{n}\right)\right| \varepsilon_{n}}{L d_{n}}\right)^{1 / \delta}\right)\right):=\alpha_{n}^{\prime}
\end{aligned}
$$

and

$$
F_{\left(s_{n}-n \mu_{n}\right) / s_{n}}\left(x-\varepsilon_{n}^{\prime}\right)-\alpha_{n}^{\prime} \leqslant F_{V_{n}}(x) \leqslant F_{\left(S_{n}-n \mu_{n}\right) / s_{n}}\left(x+\varepsilon_{n}^{\prime}\right)+\alpha_{n}^{\prime}
$$

Hence, for

$$
\eta_{n}^{\prime}=\max \left\{\varepsilon_{n}^{\prime}, \alpha_{n}^{\prime}\right\} \quad \text { and } \quad \varepsilon_{n}^{\prime}=\frac{L d_{n}^{1+\delta}}{\left|g^{\prime}\left(\mu_{n}\right)\right|}\left(\frac{s_{n}}{n}\right)^{\delta}
$$

we have

$$
F_{\left(s_{n}-n \mu_{n}\right) / s_{n}}\left(x-\eta_{n}^{\prime}\right)-\eta_{n}^{\prime} \leqslant F_{V_{n}}(x) \leqslant F_{\left(s_{n}-n \mu_{n}\right) / s_{n}}\left(x+\eta_{n}^{\prime}\right)+\eta_{n}^{\prime} .
$$

Thus $L\left(F_{V_{n}}, F_{\left(S_{n}-n \mu_{n}\right) / s_{n}}\right) \leqslant \eta_{n}^{\prime}$ which, together with (23)-(25), completes the proof of Theorem 3.

Note that, putting in (6), $d_{n}=\sqrt{2 \ln n}$, in (17), $d_{n}=\sqrt{2 \ln [\varphi(\sigma \sqrt{n})+1]}$, in (22),

$$
d_{n}=\left\{2 \ln \left(\frac{s_{n}^{3}}{\sum_{k=1}^{n} \mathrm{E}\left|X_{k}^{0}\right|^{3}}+1\right)\right\}^{1 / 2}
$$

and, in (21),

$$
d_{n}=\left\{2 \ln \left(\frac{s_{n}^{2} \varphi\left(s_{n}\right)}{\sum_{k=1}^{n} \mathrm{E}\left(X_{k}^{0}\right)^{2} \varphi\left(X_{k}^{0}\right)}+1\right)\right\}^{1 / 2}
$$

we can give the following estimates:
Corollary 1. Under the assumptions of Theorem 1

$$
\begin{equation*}
L\left(F_{Z_{n}}, \Phi\right) \leqslant C \frac{(\ln n)^{(1+\delta) / 2}}{n^{\delta / 2}} \tag{26}
\end{equation*}
$$

Corollary 2. Under the assumptions of Theorem 2

$$
\begin{equation*}
L\left(F_{Z_{n}}, \Phi\right) \leqslant C \max \left\{\frac{1}{\varphi(\sigma \sqrt{n})}, \frac{\{\ln [\varphi(\sigma \sqrt{n})+1]\}^{(1+\delta) / 2}}{n^{\delta, 2}}\right\} . \tag{27}
\end{equation*}
$$

Corollary 3. Under the assumptions of Theorem 3

$$
L\left(F_{V_{n}}, \Phi\right) \leqslant C \max \left\{\frac{\sum_{k=1}^{n} \mathrm{E}\left(X_{k}^{0}\right)^{2} \varphi\left(X_{k}^{0}\right)}{s_{n}^{2} \varphi\left(s_{n}\right)}, \frac{s_{n}^{\delta}\left(\ln \varphi\left(s_{n}\right)\right)^{(1+\delta) / 2}}{n^{\delta}\left|g^{\prime}\left(\mu_{n}\right)\right|}\right\}
$$

if $\mathrm{E}\left(X_{k}^{0}\right)^{2} \varphi\left(X_{k}^{0}\right)<\infty$, and

$$
L\left(F_{V_{n}}, \Phi\right) \leqslant C \text { max }\left\{\frac{\sum_{k=1}^{n} \mathrm{E}\left(X_{k}^{0}\right)^{3}}{s_{n}^{2}}, \frac{s_{n}^{\delta}\left(\ln s_{n}\right)^{(1+\delta) / 2}}{n^{\delta}\left|g^{\prime}\left(\mu_{n}\right)\right|}\right\}
$$

if $\mathrm{E}\left|X_{k}^{0}\right|^{3}<\infty$.
If $g^{\prime}(x)=x^{2}, \delta=1$, then we have
Corollary 4. Under the assumptions of Theorem 1, we have

$$
\mathrm{P}\left[\frac{S_{n}^{2}-(n \mu)^{2}}{n^{3 / 2}}<2 \sigma \mu x\right] \leqslant C \max \left\{\frac{d_{n}^{2}}{\sqrt{n}}, \frac{1}{\sqrt{n}}+\frac{1}{d_{n}} e^{-d_{n}^{2} / 2}\right\}
$$

and, for $d_{n}=\sqrt{2 \ln n}$,

$$
\mathrm{P}\left[\frac{S_{n}^{2}-(n \mu)^{2}}{n^{3 / 2}}<2 \sigma \mu x\right] \leqslant C \frac{\ln n}{\sqrt{n}}
$$

3. Convergence in the Dudley metric. We now estimate the rate of convergence in law of the sequences $\left\{Z_{n}, n \geqslant 1\right\}$ (see (4)) and $\left\{V_{n}, n \geqslant 1\right\}$ (see (20)) in the Dudley metric.

Theorem 4. Let $\left\{X_{k}, k \geqslant 1\right\}$ be a sequence of i.i.d.r.v. with $\mathrm{E} X_{1}=\mu$, $\sigma^{2} X_{1}=\sigma^{2}, \mathrm{E}\left|X_{1}\right|^{3}<\infty$. Then, for every $g \in \mathscr{G}$ with $g^{\prime}(\mu) \neq 0$,

$$
\begin{equation*}
d\left(F_{Z_{n}}, \Phi\right)=O\left(\frac{\mathrm{E}\left|\sum_{k=1}^{n}\left(X_{k}-\mu\right)\right|^{1+\delta}}{n^{1 / 2+\delta}}\right) \tag{28}
\end{equation*}
$$

where $d(\cdot, \cdot)$ is given by (3).
Proof. It is known that

$$
\begin{equation*}
d\left(F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}, \Phi\right)=O\left(n^{-1 / 2}\right) \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(F_{Z_{n}}, \Phi\right) \leqslant d\left(F_{Z_{n}}, F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}\right)+d\left(F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}, \Phi\right) \tag{30}
\end{equation*}
$$

By (3) and (1) we get

$$
\begin{aligned}
& d\left(F_{Z_{n}}, F_{\left(S_{n}-n \mu\right) / \sigma \sqrt{n}}\right)=\sup _{f}\left|\mathrm{E} f\left(Z_{n}\right)-\mathrm{E} f\left(\frac{S_{n}-n \mu}{\sigma \sqrt{n}}\right)\right| \leqslant\left|\mathrm{E} Z_{n}-\mathrm{E}\left(\frac{S_{n}-n \mu}{\sigma \sqrt{n}}\right)\right| \\
& \quad \leqslant \mathrm{E}\left|Z_{n}-\frac{S_{n}-n \mu}{\sigma \sqrt{n}}\right|=\mathrm{E}\left|\frac{S_{n}-n \mu}{\sigma \sqrt{n}}\left(\frac{g^{\prime}\left(\mu+\theta\left(S_{n} / n-\mu\right)\right)}{g^{\prime}(\mu)}-1\right)\right| \\
& \quad \leqslant \frac{L \theta}{\sigma\left|g^{\prime}(\mu)\right|} \frac{\mathrm{E}\left|\sum_{k=1}^{n}\left(X_{k}-\mu\right)\right|^{1+\delta}}{n^{1 / 2+\delta}},
\end{aligned}
$$

which completes the proof of Theorem 4.
Theorem 5. Let $\left\{X_{k}, k \geqslant 1\right\}$ be a sequence of i.r.v. such that (19) holds and let $g \in \mathscr{G}, g^{\prime}\left(\mu_{n}\right) \neq 0$.
(i) If $\mathrm{E}\left(X_{k}^{0}\right)^{2} \varphi\left(X_{k}^{0}\right)<\infty, k \geqslant 1$ for $\varphi \in \Phi$ (see (16)), then

$$
\begin{equation*}
d\left(F_{V_{n}}, \Phi\right)=O\left(\frac{\sum_{k=1}^{n} \mathrm{E}\left(X_{k}^{0}\right)^{2} \varphi\left(X_{k}^{0}\right)}{s_{n}^{2} \varphi\left(s_{n}\right)}+\frac{\mathrm{E}\left|\sum_{k=1}^{n} X_{k}^{0}\right|^{1+\delta}}{n^{\delta} s_{n}\left|g^{\prime}\left(\mu_{n}\right)\right|}\right) \tag{31}
\end{equation*}
$$

(ii) If $\mathrm{E}\left|X_{k}^{0}\right|^{3}<\infty, k \geqslant 1$, then

$$
\begin{equation*}
d\left(F_{V_{n}}, \Phi\right)=O\left(\frac{\sum_{k=1}^{n} \mathrm{E}\left|X_{k}^{0}\right|^{3}}{s_{n}^{2}}+\frac{\mathrm{E}\left|\sum_{k=1}^{n} X_{k}^{0}\right|^{1+\delta}}{n^{\delta} s_{n}\left|g^{\prime}\left(\mu_{n}\right)\right|}\right) \tag{32}
\end{equation*}
$$

Proof. It is known (cf. [5]) that

$$
\begin{equation*}
d\left(F_{\left(s_{n}-n \mu_{n}\right) / s_{n}}, \Phi\right)=O\left(\frac{\sum_{k=1}^{n} \mathrm{E}\left(X_{k}^{0}\right)^{2} \varphi\left(X_{k}^{0}\right)}{s_{n}^{2} \varphi\left(s_{n}\right)}\right) \tag{33}
\end{equation*}
$$

if $\mathrm{E}\left(X_{k}^{0}\right)^{2} \varphi\left(X_{k}^{0}\right)<\infty, k \geqslant 1$, and

$$
\begin{equation*}
d\left(F_{\left(\mathrm{S}_{n}-n \mu_{n}\right) / s_{n}}, \Phi\right)=O\left(\frac{\sum_{k=1}^{n} \mathrm{E}\left|X_{k}^{0}\right|^{3}}{s_{n}^{3}}\right) \tag{34}
\end{equation*}
$$

if $\mathrm{E}\left|X_{k}^{0}\right|^{3}<\infty, k \geqslant 1$, and

$$
\begin{equation*}
d\left(F_{V_{n}}, \Phi\right) \leqslant d\left(F_{V_{n}}, F_{\left(S_{n}-n \mu_{n}\right) / s_{n}}\right)+d\left(F_{\left(S_{n}-n \mu_{n}\right) / s_{n}}, \Phi\right) \tag{35}
\end{equation*}
$$

But

$$
\begin{aligned}
& d\left(F_{V_{n}}, F_{\left(S_{n}-n \mu_{n}\right) / s_{n}}\right) \leqslant \mathrm{E}\left|V_{n}-\frac{S_{n}-n \mu_{n}}{s_{n}}\right| \\
& \leqslant \mathrm{E}\left|\frac{S_{n}-n \mu_{n}}{s_{n}}\left(\frac{n}{g^{\prime}\left(\mu_{n}\right)} \frac{g\left(S_{n} / n\right)-g\left(\mu_{n}\right)}{S_{n}-n \mu_{n}}-1\right)\right| \\
&= \mathrm{E}\left|\frac{S_{n}-n \mu_{n}}{s_{n}}\left(\frac{g^{\prime}\left(\mu_{n}+\theta\left(S_{n} / n-\mu_{n}\right)\right)}{g^{\prime}\left(\mu_{n}\right)}-1\right)\right| \leqslant \frac{L \theta}{n^{\delta} s_{n} \mid g^{\prime}\left(\mu_{n}\right)} \mathrm{E}\left|S_{n}-n \mu_{n}\right|^{1+\delta},
\end{aligned}
$$

which, together with (33)-(35), completes the proof of Theorem 5.
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