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Abstract. Based on a Gel’fand triple (N )⊗E ⊂ Γ(H)⊗ h ⊂ ((N )⊗E)∗,
we introduce a new notion of Wick type product of generalized Gaussian
white noise functionals which is associated with a continuous bilinear map-
ping B : E∗ × E∗ → E∗. Then we study Wick type differential equations
for vector-valued generalized Gaussian white noise functionals and, as a
simple application, we study Wick type differential equations for matrix-
valued generalized Gaussian white noise functionals. For our purposes, we
make a systematic study of equicontinuity of the left and right Wick type
multiplication operators.
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1. INTRODUCTION

Since white noise theory [12] was initiated by Hida [11] to give a rigorous math-
ematical meaning of white noise as the time derivative of Brownian motion, the
theory has been extensively developed as an infinite-dimensional distribution the-
ory [27] with wide applications to classical [3], [14], [28] and quantum stochastic
calculus [6], [15], [16], [22], [20], [30], [31], [33], [37], mathematical finance [1],
and quantum field theory [21], [22], [23] (see also references therein).

In white noise approach to stochastic and quantum stochastic calculus and
quantum field theory, the Wick product and its calculus play an important role and
have been studied by many authors [1], [3], [9], [8], [10], [14], [39], [36]. Also,
in [4], the q-analogs of the Wick product were introduced, and the q-Wick prod-
uct has been studied by several authors (see [25], [7], [17] and references therein).
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In [19]–[23] the notion of quantum white noise derivatives was introduced and
studied; these are defined as commutators with annihilation and creation operators,
and so are derivations under the usual operator composition. However, quantum
white noise derivatives are also derivations under the Wick product of white noise
operators whose derivation properties are useful in several research fields [20],
[21], [23]. Also, the annihilation operators satisfy the derivation property under
the Wick product of Gaussian white noise functionals [5]. However, the studies of
Wick calculus have been mostly concentrated on the case of scalar-valued white
noise functionals.

On the other hand, in [31], Obata studied operator calculus on the space of
vector-valued Gaussian white noise functionals.

The main purpose of this paper is to study Wick type calculus on vector-valued
Gaussian white noise functionals. However, to our knowledge, there is no suit-
able definition of Wick product of vector-valued white noise distributions on Gaus-
sian space. Hence, we first introduce a new and natural notion of Wick product of
vector-valued Gaussian white noise functionals. Our study is based on a Gel’fand
triple

(N )⊗ E ⊂ Γ(H)⊗ h ⊂ ((N )⊗ E)∗ ∼= (N )∗ ⊗ E∗.

The Wick product of scalar-valued Gaussian white noise functionals in (N )∗ is
defined and very well-studied (see Section 2). But, in general, E is a separable
Hilbert (locally convex) space, and so there is no product operation on E . How-
ever, if there is a natural product structure on E∗ or any (natural) continuous bilin-
ear mapping B : E∗×E∗ → E∗, then to define our new Wick type product, we take
the Wick product on the (N )∗ part and the continuous bilinear mapping B on the
E∗ part. Then we study the Wick type differential equations (see (6.1) and (6.7))
for vector-valued generalized Gaussian white noise functionals. As a simple appli-
cation, we consider the case of E = E∗ = Md×d(C), the space of d × d matrices
with complex entries. Then the Wick type differential equations (6.1) and (6.7)
become differential equations for matrix-valued generalized Gaussian white noise
functionals.

For our purposes, we make a systematic study of equicontinuity of the left and
right Wick type multiplication operators; their equicontinuity is characterized in
terms of the equicontinuity of S-transforms.

This paper is organized as follows. In Sections 2 and 3, we recall some ba-
sic notions for scalar and vector-valued Gaussian white noise functionals, respec-
tively. In Section 4, we introduce a new notion of Wick type product of vector-
valued Gaussian white noise functionals, which is associated with a continuous
bilinear mapping B : E∗ × E∗ → E∗. In Section 5, we conduct a systematic
study of equicontinuity of the left and right Wick type multiplication operators.
In Section 6, we study Wick type differential equations, and as an example, we
discuss a Wick type differential equation for matrix-valued Gaussian white noise
functionals.
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2. GAUSSIAN WHITE NOISE FUNCTIONALS

We first recall the standard construction (see [13], [26], [27], [32]) of a Gel’fand
triple in white noise theory [11], [12]. We start with the Gel’fand triple N ⊂
H ⊂ N ∗ constructed from (H,A), where H is a separable complex Hilbert space
with inner product 〈·, ·〉 and norm | · |0 and A is a densely defined, positive, self-
adjoint operator in H . We suppose that inf Spec(A) > 0.

For each p  0, put Np = Dom(Ap). Then the dense subspace Np ⊂ H
becomes a Hilbert space with norm | · |p defined by | · |q := |Aq · |0 (for q ∈ R). Let
N−p be the completion of H with respect to the norm | · |−p. Then by identifying
H and H∗, we have a chain of Hilbert spaces with natural continuous inclusions

· · · ⊂ Np ⊂ N0 = H ⊂ N−p ⊂ · · · ,

where N−p (p  0) is identified with the strong dual space N ∗p of Np with respect
to H . Taking the limit spaces

(2.1) N := proj lim
p→∞

Np =
⋂
p0

Np, N ∗ ∼= ind lim
p→∞

N−p =
⋃
p0

N−p,

where N ∗ is the dual space (equipped with the strong dual topology) of N , we
have a triple N ⊂ H ⊂ N ∗. It is well-known that the separable Hilbert space
N constructed from (H,A) is nuclear if and only if A−r is of Hilbert–Schmidt
type for some r > 0 (see [32, Proposition 1.3.4]). In what follows, we always
assume that A is a densely defined, positive self-adjoint operator in H satisfying
the following assumptions:

(A1) ‖A−1‖op = (inf Spec(A))−1 < 1,

(A2) A−1 is of Hilbert–Schmidt type.

In this case, we obtain a Gel’fand triple N ⊂ H ⊂ N ∗.
The (boson) Fock space over the Hilbert space Np is defined by

Γ(Np) =
{
φ = (fn)∞n=0 : fn ∈ N ⊗̂np , ‖φ‖2p =

∞∑
n=0

n!|fn|2p <∞
}
,

where N ⊗̂np is the n-fold symmetric tensor power of the Hilbert space Np, and
N ⊗̂0
p is understood as the scalar field C.

Let Γ(A) be the second quantization operator ofA, i.e., Γ(A)φ = (A⊗nfn)∞n=0

for φ = (fn)∞n=0 ∈ Γ(H). Then the norm ‖ · ‖p in Γ(H) is introduced by means
of Γ(A), namely,

‖φ‖2p =
∞∑
n=0

n!|(A⊗n)pfn|20 = ‖Γ(A)pφ‖20,
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and Γ(A) becomes a densely defined, positive self-adjoint operator in Γ(H). Hence
the pair (Γ(H),Γ(A)) yields a chain of Fock spaces with natural continuous inclu-
sions

· · · ⊂ Γ(Np) ⊂ · · · ⊂ Γ(H) ⊂ · · · ⊂ Γ(N−p) ⊂ · · · ,

where Γ(H) and its dual space are identified. Then we have the Gel’fand triple

(2.2) proj lim
p→∞

Γ(Np) =: (N ) ⊂ Γ(H) ⊂ (N )∗ ∼= ind lim
p→∞

Γ(N−p).

Here (N ) and (N )∗ are mutually dual spaces. We note that (N ) is a nuclear space
since A−1 is of Hilbert–Schmidt type (see (A2)).

Note that the complex Hilbert space H can be represented as the complexi-
fication H = HR + iHR of a real Hilbert space HR. Then N and N ∗ are also
represented as the complexifications of real locally convex spaces NR and N ∗R, re-
spectively. Then by the Bochner–Minlos theorem there exists a unique probability
measure µ, called the standard Gaussian measure, on N ∗R such that

exp

(
−1

2
|ξ|20
)

=
∫
N ∗R

ei〈x,ξ〉 µ(dx), ξ ∈ NR,

where 〈·, ·〉 is the canonical C-bilinear form on N ∗ × N . The probability space
(N ∗R, µ) is called the standard Gaussian space. Then the celebrated Wiener–Itô–
Segal isomorphism is a unitary isomorphism between the boson Fock space Γ(H)
and the complex Hilbert space (L2) := L2(N ∗R, µ) of complex-valued square inte-
grable Gaussian random variables on (N ∗R, µ); the isomorphism is uniquely deter-
mined by the correspondence

(L2) 3 φξ(x) = e〈x,ξ〉−
1
2
〈ξ,ξ〉 ↔ φξ = (ξ⊗n/n!)∞n=0 ∈ Γ(H)(2.3)

for ξ ∈ H , where φξ is called the exponential vector associated with ξ ∈ H .
The Gel’fand triple (N ) ⊂ (L2) ⊂ (N )∗ of (generalized) Gaussian random vari-
ables corresponding to the Gel’fand triple (2.2) is called the Hida–Kubo–Takenaka
space [26].

We note that the set of all exponential vectors φξ for ξ ∈ N spans a dense
subspace of (N ). Hence, every white noise distribution in (N )∗ is uniquely deter-
mined by its S-transform defined by

F := SΦ : N 3 ξ 7→ SΦ(ξ) = 〈〈Φ, φξ〉〉 ∈ C

(see [2], [27], [32], [38]), where 〈〈·, ·〉〉 is the canonical bilinear form on
(N )∗ × (N ). By standard arguments, F satisfies the following conditions:

(C1) for any ξ, η ∈ N , the map C 3 z 7→ F (zξ + η) ∈ C is entire,
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(C2) there exist constants C, p  0 such that

|F (ξ)| ¬ C exp(|ξ|2p), ξ ∈ N .

The following analytic characterization theorem for S-transforms of scalar-
valued Gaussian white noise functionals was proved by Potthoff and Streit [38],
and then extended by many authors with wide applications. For more details, we
refer to [2] and references therein.

THEOREM 2.1 ([38]). A function F : N → C satisfies conditions (C1) and
(C2) if and only if there exists a unique Φ ∈ (N )∗ such that F = SΦ.

Let Φ,Ψ ∈ (N )∗. Then by Theorem 2.1 there exists a unique element, denoted
by Φ �Ψ, in (N )∗ such that

S(Φ �Ψ)(ξ) = S(Φ)(ξ)S(Ψ)(ξ), ξ ∈ N .

The element Φ � Ψ is called the Wick product of Φ and Ψ (see [1], [5], [6], [14],
[27], [29], [39]).

3. VECTOR-VALUED GAUSSIAN WHITE NOISE FUNCTIONALS

For details of constructing the spaces of vector-valued Gaussian white noise func-
tionals, we refer to [31], for which [32, Proposition 1.3.8] (see also [31, Theorem
A.9]) plays an essential role.

Let h be another complex Hilbert space whose norm is denoted by | · |0 again.
This is sometimes called an initial space. Let B be a densely defined, positive
self-adjoint operator in h satisfying the conditions

(B1) inf Spec(B) > 0,

(B2) B−1 is of Hilbert–Schmidt type.

Then by the standard construction, from (h, B) we construct a Gel’fand triple

E ⊂ h ⊂ E∗,

and then from condition (B2), E is a nuclear space.
Under the above notations and assumptions, Γ(A) ⊗ B is a densely defined,

positive self-adjoint operator in Γ(H)⊗ h with inf Spec(Γ(A)⊗B) > 0.
Then the pair (Γ(H)⊗ h,Γ(A)⊗B) admits a Gel’fand triple

(3.1) (N )⊗ E ⊂ Γ(H)⊗ h ⊂ ((N )⊗ E)∗ ∼= (N )∗ ⊗ E∗

(see [32, Proposition 1.3.8] and also [31, Theorem A.9]), where

(N )⊗ E := proj lim
p→∞,q→∞

Γ(Np)⊗ Eq, ((N )⊗ E)∗ ∼= ind lim
p→∞,q→∞

Γ(N−p)⊗ E−q,
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and the topological isomorphism in (3.1) comes from the kernel theorem (see [32,
Theorem 1.3.10]). Then (N ) ⊗ E becomes a nuclear space (see [32, Proposition
1.3.7]).

In the above construction, basic notations used so far for scalar-valued func-
tionals are naturally extended to vector-valued ones. The canonical bilinear form
on (N )∗⊗E∗×(N )⊗E is denoted by 〈〈·, ·〉〉 again. Similarly, the norms of (N )⊗E
are denoted again by ‖ · ‖p, i.e.,

‖φ‖2p :=
∞∑
n=0

n!|(A⊗n)p ⊗BpFn|20 = ‖Γ(A)p ⊗Bpφ‖20

for φ = (Fn) ∈ (N ) ⊗ E , where ‖ · ‖0 is the Hilbertian norm on Γ(H) ⊗ h and
Fn ∈ N ⊗̂n ⊗ E .

We note that {φξ ⊗ u : ξ ∈ N , u ∈ E} spans a dense subspace of (N ) ⊗ E ,
where φξ is an exponential vector defined in (2.3). Similarly to the case of scalar-
valued Gaussian white noise functionals, the S-transform of Φ ∈ ((N ) ⊗ E)∗ is
defined as an E∗-valued function on N by

〈SΦ(ξ), u〉 = 〈〈Φ, φξ ⊗ u〉〉, ξ ∈ N , u ∈ E .

Then we have the following analytic characterization theorem for the S-trans-
form of vector-valued Gaussian white noise functionals.

THEOREM 3.1 ([31]). A function F : N → E∗ satisfies the conditions

(F1) for any fixed ξ, η ∈ N and u ∈ E , the function z 7→ 〈F (ξ + zη), u〉 ∈ C is
entire on C,

(F2) there exist C,K, p  0 such that

|〈F (ξ), u〉| ¬ C|u|p exp(K|ξ|2p), ξ ∈ N , u ∈ E ,

if and only if there exists a Φ ∈ ((N )⊗ E)∗ such that SΦ = F .

The following result is an analytic characterization of the convergence of Gaus-
sian white noise functionals in terms of their S-transforms, which is useful for
various applications. The result for scalar-valued Gaussian white noise functionals
can be found in [27].

THEOREM 3.2. Let Φn ∈ (N )∗ ⊗ E∗ ∼= ((N ) ⊗ E)∗ and Un = SΦn. Then
Φn converges strongly in (N )∗ ⊗ E∗ if and only if the following conditions are
satisfied:

(N1) limn→∞〈Un(ξ), u〉 exists for all ξ ∈ N and u ∈ E ,

(N2) there exist constants C > 0, K > 0, p  0 such that

|〈Un(ξ), u〉| ¬ C|u|p exp(K|ξ|2p), ∀n ∈ N, ξ ∈ N , u ∈ E .

Proof. The proof is a modification of the proof for the scalar-valued case (see
[27] and also [35], [24]). �
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4. WICK PRODUCT

Let L : E∗ ⊗ E∗ → E∗ be a continuous linear map. Then by the construction of
E∗⊗E∗ (see [31, Theorem A.9] and [32, Theorem 1.3.10]), we can see that for any
p  0 there exists q  0 such that L is continuous fromN−p⊗N−p intoN−(p+q),
and so there exists C  0 such that

|L(x⊗ y)|−(p+q) ¬ C|x|−p|y|−p, x, y ∈ N−p.

For the continuous canonical bilinear map χ : E∗ × E∗ → E∗ ⊗ E∗ defined by
χ(x, y) = x ⊗ y, the continuous bilinear map L ◦ χ is denoted by B := BL, i.e.,
for any x, y ∈ E∗,

(4.1) B(x, y) = BL(x, y) = L(x⊗ y).

The following theorem is useful to introduce the Wick product of vector-valued
Gaussian white noise functionals.

THEOREM 4.1. Let B be as in (4.1). For Φ,Ψ ∈ ((N ) ⊗ E)∗, there exists a
unique Θ ∈ ((N )⊗ E)∗ such that for all ξ ∈ N and u ∈ E ,

(4.2) 〈SΘ(ξ), u〉 = 〈B(SΦ(ξ), SΨ(ξ)), u〉.

Proof. Let Φ,Ψ ∈ ((N )⊗E)∗, ξ ∈ N and u ∈ E be given. Then for the adjoint
operator L∗ : E → E ⊗ E of L, we have

〈B(SΦ(ξ), SΨ(ξ)), u〉 = 〈L(SΦ(ξ)⊗ SΨ(ξ)), u〉 = 〈SΦ(ξ)⊗ SΨ(ξ),L∗u〉.

Since L∗u ∈ E ⊗ E , there exists a sequence {wn}∞n=0 ⊂ E ⊗alg E such that
wn → L∗u in E ⊗ E as n→∞. Then

〈SΦ(ξ)⊗ SΨ(ξ),L∗u〉 = lim
n→∞

〈SΦ(ξ)⊗ SΨ(ξ), wn〉.

For each given η ∈ N , we denote the functions

C 3z 7→ 〈SΦ(ξ + zη)⊗ SΨ(ξ + zη),L∗u〉,
C 3z 7→ 〈SΦ(ξ + zη)⊗ SΨ(ξ + zη), wn〉

by f and fn (n ∈ N), respectively. Then by applying (F2) of Theorem 3.1, we find
that for some constants CΦ, CΨ, p  0,

|fn(z)| ¬ CΦCΨ|wn|p exp(KΦ|ξ + zη|2p) exp(KΨ|ξ + zη|2p)
¬ C exp(K|z|2)
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for some constants C,K  0. Since fn(z) (n ∈ N) are entire functions, by the
dominated convergence theorem we obtain∮

γ

f(z) dz =
∮
γ

lim
n→∞

fn(z) dz = lim
n→∞

∮
γ

fn(z) dz = 0

for every closed piecewise C1 curve γ in C, and so by Morera’s theorem, f(z) is
entire, which means that B(SΦ(ξ), SΨ(ξ)) satisfies condition (F1).

On the other hand, for each Υ ∈ ((N )⊗ E)∗, from (F2) of Theorem 3.1, there
exist constants C,K, p  0 such that for any ξ ∈ N ,

|〈SΥ(ξ), u〉| ¬ C|u|p exp(K|ξ|2p), u ∈ E ,

which implies that

|SΥ(ξ)|−p = sup
|u|p¬1

|〈SΥ(ξ), u〉| ¬ C exp(K|ξ|2p), ξ ∈ N .

Therefore, for given Φ,Ψ ∈ ((N ) ⊗ E)∗, there exist constants C0,K0, p0  0
(depending on both Φ and Ψ) such that

|SΦ(ξ)|−p0 ¬ C0 exp(K0|ξ|2p0), |SΨ(ξ)|−p0 ¬ C0 exp(K0|ξ|2p0)

for all ξ ∈ N , and then by the continuity of L, there exists q0  0 such that

|L(SΦ(ξ)⊗ SΨ(ξ))|−(p0+q0) ¬ C1|SΦ(ξ)|−p0 |SΨ(ξ)|−p0 .

Therefore, for any ξ ∈ N and u ∈ E , we obtain

|〈B(SΦ(ξ), SΨ(ξ)), u〉| = |〈L(SΦ(ξ)⊗ SΨ(ξ)), u〉|
¬ C1|u|p0+q0 |SΦ(ξ)|−p0 |SΨ(ξ)|−p0
¬ C2

0C1|u|p0+q0 exp(2K0|ξ|2p0)

¬ C2
0C1|u|p0+q0 exp(2K0‖A−1‖q0 |ξ|2q0+p0),

and so by taking C = C2
0C1, K = 2K0‖A−1‖q0 and p = p0 + q0, we see that

B(SΦ(ξ), SΨ(ξ)) satisfies condition (F2) of Theorem 3.1. Thus, by Theorem 3.1,
there exists a unique Θ ∈ ((N )⊗ E)∗ such that (4.2) holds. �

From now on, we assume that L : E∗ ⊗ E∗ → E∗ is a continuous linear map
and B : E∗ × E∗ → E∗ is a continuous bilinear map such that L and B are related
as in (4.1). Then by applying Theorem 4.1, the Wick product, with respect to the
continuous bilinear mapping B, of vector-valued Gaussian white noise functionals
is well defined as follows.

DEFINITION 4.1. Let Φ,Ψ ∈ ((N ) ⊗ E)∗ be given. Then by Theorem 4.1,
there exists a unique Θ ∈ ((N ) ⊗ E)∗ such that (4.2) holds. Then the Gaussian
white noise functional Θ is denoted by Φ �B Ψ and called the B-Wick product.
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Let Φ,Ψ ∈ ((N )⊗ E)∗ be given. Then by the definition of B-Wick product, it
is obvious that for all ξ ∈ N ,

(4.3) S(Φ �B Ψ)(ξ) = B(SΦ(ξ), SΨ(ξ)) = L(SΦ(ξ)⊗ SΨ(ξ)).

From Definition 4.1 it is obvious that if the bilinear mapping B is symmetric,
i.e., B(u, v) = B(v, u) for all u, v ∈ E∗, then the B-Wick product is commutative,
i.e., Φ �B Ψ = Ψ �B Φ for any Φ,Ψ ∈ (N )∗ ⊗E∗. In general, B is not symmetric
and so the B-Wick product is noncommutative.

EXAMPLE 4.1. Let v ∈ E be fixed. Consider the continuous linear map L :
E∗ ⊗ E∗ → E∗ and the continuous bilinear map B : E∗ × E∗ → E∗ defined by

L(x⊗ y) = x(v)y = 〈x, v〉y = B(x, y), x, y ∈ E∗.

Indeed, for any p, q  0,

|B(x, y)|−(p+q) = |〈x, v〉| |y|−(p+q) ¬ |v|p+q|x|−(p+q)|y|−(p+q)

¬ |v|p+q‖B−1‖2q|x|−p|y|−p,

which implies the continuity of L and B. Then for any Φ,Ψ ∈ ((N ) ⊗ E)∗, we
can define the B-Wick product Φ �B Ψ. In this case, for any u ∈ E ,

〈S(Φ �B Ψ)(ξ), u〉 = 〈B(SΦ(ξ), SΨ(ξ)), u〉 = 〈SΦ(ξ), v〉〈SΨ(ξ)), u〉.

EXAMPLE 4.2. Let (h′, 〈·|·〉) be a complex Hilbert space and let {ej}j∈J be
an orthonormal basis of h′. Let h = L2(h′) be the space of all bounded linear
operators of Hilbert–Schmidt type on h′. Then (h, | · |0) is a Hilbert space with
inner product

〈U |V 〉2 :=
∑
j∈J
〈Uej |V ej〉 =

∑
j∈J
〈V ∗Uej |ej〉 = Tr(V ∗U)

for all U, V ∈ h = L2(h′), and |U |20 = 〈U |U〉2 = Tr(U∗U) for U ∈ h.
Let B be a densely defined, positive linear operator on h such that inf Spec(B)

> 1 and B−r is of Hilbert–Schmidt type. Then from the pair (h, B), we con-
struct a Gel’fand triple E ⊂ h ⊂ E∗. In particular, if h′ is a d-dimensional Hilbert
(Euclidean) space, then h = Md×d(C) is the space of all d× d matrices, and then
every invertible operator B on h is bounded. Therefore, E = h = Md×d(C) = E∗.
As an example of a continuous linear mapping B : E∗×E∗ → E∗, consider matrix
multiplication, i.e.,

B(U, V ) = UV, U, V ∈ E∗ = h = Md×d(C).

Then for Φ,Ψ ∈ (N )∗ ⊗ E∗ = (N )∗ ⊗ h, the B-Wick product of Φ and Ψ is
characterized by S(Φ �B Ψ)(ξ) = B(SΦ(ξ), SΨ(ξ)) = SΦ(ξ)SΨ(ξ) for ξ ∈ N .
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EXAMPLE 4.3. Let h = Γ(h′) be the Fock space over the Hilbert space h′ and
letB = Γ(B′) be the second quantization of a densely defined, positive self-adjoint
operator B′ on h′ such that inf Spec(B′) > 0 and (B′)−1 is of Hilbert–Schmidt
type. Then from the pair (h, B) we construct a Gel’fand triple

(E) ⊂ h = Γ(h′) ⊂ (E)∗,

which is an example of a Gel’fand triple E ⊂ h ⊂ E∗, i.e., E = (E) and E∗ = (E)∗,
where the Gel’fand triple E ⊂ h′ ⊂ E∗ is constructed from (h′, B′).

For any U, V ∈ E∗ = (E)∗, the convolution U ∗ V is defined by

U ∗ V = U � V � g,

where g ∈ (E)∗ is uniquely determined by Sg(ξ) = e
1
2
〈ξ,ξ〉 for ξ ∈ E. We now

consider the following examples of continuous bilinear mappings Bi : E∗×E∗ →
E∗ (i = 1, 2):

B1(U, V ) = U � V for U, V ∈ E∗ = (E)∗,
B2(U, V ) = U ∗ V for U, V ∈ E∗ = (E)∗.

Here the continuity of the convolution and Wick product can be checked by apply-
ing the following: there exist p, q  0 such that

‖U ∗ V ‖−(p+q) = ‖U � V � g‖−(p+q) ¬ ‖g‖−p‖U‖−p‖V ‖−p

for U, V ∈ (E)∗ (see [27]).
Then for Φ,Ψ ∈ (N )∗⊗(E)∗, the Bi-Wick products Φ�Bi Ψ are characterized

by

S(Φ �B1 Ψ)(ξ) = SΦ(ξ) � SΨ(ξ),

S(Φ �B2 Ψ)(ξ) = SΦ(ξ) ∗ SΨ(ξ)

for all ξ ∈ N .

5. EQUICONTINUITY OF MULTIPLICATION OPERATORS

In the next section, we will study Wick type differential equations for vector-
valued Gaussian white noise functionals. For our study, the notion of equicontinu-
ity is useful, and so we first review some results in [34], and then characterize the
equicontinuity of Wick type multiplication operators in terms of the S-transform.
Let L(X ,Y) be the space of all continuous linear operators from a locally convex
space X into another locally convex space Y .

Let T be a densely defined, positive self-adjoint operator on a Hilbert space H
such that inf Spec(T ) > 0 and T−1 is of Hilbert–Schmidt type. Let X ⊂ H ⊂ X∗

be the Gel’fand triple constructed from (H, T ) (see Section 2).
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Let GL(X∗) be the group of all linear homeomorphisms from X∗ onto X∗.
A family {Ωz}z∈C ⊂ GL(X∗) is called a one-parameter subgroup if Ω0 = I
(the identity operator on X∗) and Ωz1Ωz2 = Ωz1+z2 for any z1, z2 ∈ C. A one-
parameter subgroup {Ωz}z∈C ⊂ GL(X∗) is said to be holomorphic if the limit

lim
z→0

Ωzx− x
z

exists in X∗ for each x ∈ X∗. An operator Ξ ∈ L(X∗,X∗) is called the infinitesimal
generator of the one-parameter subgroup {Ωz}z∈C if

(5.1) Ξx = lim
z→0

Ωzx− x
z

, x ∈ X∗.

The following proposition can be proved by applying [34, Proposition 1.3] and
duality.

PROPOSITION 5.1. Let {Ωz}z∈C ⊂ GL(X∗) be a holomorphic one-parameter
subgroup with infinitesimal generator Ξ ∈ L(X∗,X∗). Then

(5.2) 〈Ωzx, u〉 =
∞∑
n=0

zn

n!
〈Ξnx, u〉, z ∈ C, x ∈ X∗, u ∈ X,

where the series converges absolutely. In particular, a holomorphic one-parameter
subgroup is uniquely determined by the infinitesimal generator.

LEMMA 5.1. Let Ξ ∈ L(X,X). Then for any p  0, there exist constants
C, q  0 such that |Ξu|p ¬ C|u|q for all u ∈ X if and only if for any p  0,
there exist constants C, q  0 such that |Ξ∗x|−q ¬ C|x|−p for all x ∈ X∗, where
Ξ∗ ∈ L(X∗,X∗) is the adjoint operator of Ξ with respect to the canonical bilinear
form 〈·, ·〉 on X∗ × X.

Proof. The proof is straightforward by using duality. �

A family {Ξi}i∈N ⊂ L(X∗,X∗) of operators is said to be equicontinuous if for
any p  0, there exist q,K  0 such that

|Ξix|−q ¬ K|x|−p, x ∈ X∗, i ∈ N,

where |x|−p can be infinity for some x ∈ X∗.
In [34], Obata studied equicontinuous operators from X into itself. By apply-

ing Lemma 5.1, the results in [34] are also applicable to equicontinuous opera-
tors from X∗ into itself. The following lemma is a simple modification of [34,
Lemma 2.1].
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LEMMA 5.2. For Ξ ∈ L(X∗,X∗) and Ω = {Ωz}z∈C ⊂ GL(X∗), the following
four conditions are equivalent:

(i) there is R > 0 such that {(RΞ)n/n! : n = 0, 1, 2, . . . } is equicontinuous,

(ii) {(RΞ)n/n! : n = 0, 1, 2, . . . } is equicontinuous for any R > 0,

(iii) Ξ is the infinitesimal generator of a holomorphic one-parameter subgroup Ω
such that {Ωz : |z| < R} is equicontinuous for some R > 0,

(iv) Ξ is the infinitesimal generator of a holomorphic one-parameter subgroup Ω
such that {Ωz : |z| < R} is equicontinuous for any R > 0.

Proof. The proof is straightforward by applying [34, Lemma 2.1] (see also
[31]) and Lemma 5.1. �

If the bilinear mapping B : E∗ × E∗ → E∗ is continuous, for each given
u ∈ E∗ we denote the left and right multiplication operators by M l

u and M r
v ,

respectively, i.e., M l
uv = B(u, v) and M r

uv = B(v, u) for all v ∈ E∗. Then it
is obvious that for each u ∈ E∗, M l

u and M r
u belong to L(E∗, E∗). Similarly, for

given Φ ∈ ((N ) ⊗ E)∗, we denote the left and right �B-multiplication operators
by Ml

Φ and Mr
Φ, respectively, i.e., Ml

ΦΨ = Φ �B Ψ and Mr
ΦΨ = Ψ �B Φ for all

Ψ ∈ ((N )⊗ E)∗. It is obvious that for any ξ ∈ N ,

S(Ml
ΦΨ)(ξ) = M l

SΦ(ξ)SΨ(ξ), S(Mr
ΦΨ)(ξ) = M r

SΦ(ξ)SΨ(ξ).(5.3)

THEOREM 5.1. Let Φ ∈ ((N )⊗E)∗. Then {(Ml
Φ)n/n!}∞n=0 is equicontinuous

if and only if for any ξ ∈ N and p  0, there exist constants C,K, q  0 such that

(5.4)
∣∣∣∣(M l

SΦ(ξ))
n

n!
w

∣∣∣∣
−q
¬ CeK|ξ|2q |w|−p, w ∈ E∗.

Proof. Suppose that {(Ml
Φ)n/n!}∞n=0 is equicontinuous. Then for any p  0,

there exist q, C  0 such that for any Ψ ∈ ((N )⊗ E)∗,

‖((Ml
Φ)n/n!)Ψ‖−q ¬ C‖Ψ‖−p.

Therefore, from (5.3), for any ξ ∈ N and w ∈ E∗, we obtain

|((M l
SΦ(ξ))

n/n!)w|−q ¬ sup
|u|q¬1

|〈((M l
SΦ(ξ))

n/n!)w, u〉|

= sup
|u|q¬1

∣∣〈S(((Ml
Φ)n/n!)(φ0 ⊗ w)

)
(ξ), u

〉∣∣
¬ sup
|u|q¬1

∣∣〈((Ml
Φ)n/n!)(φ0 ⊗ w), φξ ⊗ u

〉∣∣,
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and so we have

|((M l
SΦ(ξ))

n/n!)w|−q ¬ sup
|u|q¬1

‖((Ml
Φ)n/n!)(φ0 ⊗ w)‖−q‖φξ ⊗ u‖q

¬ Ce|ξ|2q/2|w|−p,

which implies that for any ξ ∈ N , {(M l
SΦ(ξ))

n/n!}∞n=0 is equicontinuous.
Conversely, suppose that (5.4) holds. Then, for any givenR > 0, by Lemma 5.2

(in fact, by modifying the proof of Lemma 5.2), for any ξ ∈ N and p  0, there
exist constants C,K, q  0 such that∣∣∣∣(RM l

SΦ(ξ))
n

n!
w

∣∣∣∣
−q
¬ CeK|ξ|2q |w|−p, w ∈ E∗.

Therefore, for any Ψ ∈ ((N )⊗ E)∗,

|((RM l
SΦ(ξ))

n/n!)SΨ(ξ)|−q ¬ CeK|ξ|
2
q |SΨ(ξ)|−p ¬ C‖Ψ‖−peK|ξ|

2
qe|ξ|

2
p/2,

which implies that for any u ∈ E ,∣∣〈S(((RMl
Φ)n/n!)Ψ

)
(ξ), u

〉∣∣ ¬ C|u|q‖Ψ‖−pe(K+1)|ξ|2p∨q

¬ C|u|p∨q‖Ψ‖−pe(K+1)|ξ|2p∨q .

Hence by Theorem 3.1, there exists r > 0 such that for all Ψ ∈ ((N )⊗ E)∗,

‖((RMl
Φ)n/n!)Ψ‖−(p∨q+r) ¬ C‖Ψ‖−p,

and hence {(Ml
Φ)n/n!}∞n=0 is equicontinuous. �

COROLLARY 5.1. Let Φ ∈ ((N ) ⊗ E)∗. Suppose that for any ξ ∈ N and
p  0, there exist constants C,K, q  0 such that (5.4) holds. Then Ml

Φ is the
infinitesimal generator of a holomorphic one-parameter subgroup {Ωz}z∈C such
that {Ωz : |z| < R} is equicontinuous for any R > 0. In particular, for each
z ∈ C, Ωz has series expansion

ΩzΨ =
∞∑
n=0

zn

n!
(Ml

Φ)nΨ =
∞∑
n=1

zn

n!

n times︷ ︸︸ ︷
(Φ �B (· · · �B (Φ �BΨ) · · · ))(5.5)

for all Ψ ∈ ((N )⊗ E)∗, which converges in ((N )⊗ E)∗.

Proof. From Theorem 5.1, we see that {(Ml
Φ)n/n!}∞n=0 is equicontinuous,

and so by Lemma 5.2, Ml
Φ is the infinitesimal generator of a holomorphic one-

parameter subgroup {Ωz}z∈C such that {Ωz : |z| < R} is equicontinuous for any
R > 0. Therefore, Ωz has series expansion (5.5). �
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REMARK 5.1. By similar arguments, we can prove that if for any ξ ∈ N and
p  0, there exist constants C,K, q  0 such that

(5.6)
∣∣∣∣(M r

SΦ(ξ))
n

n!
x

∣∣∣∣
−q
¬ CeK|ξ|2q |x|−p, x ∈ E∗,

then Mr
Φ is the infinitesimal generator of a holomorphic one-parameter subgroup

{Ωz}z∈C such that {Ωz : |z| < R} is equicontinuous for any R > 0. In particular,
for each z ∈ C, Ωz has series expansion

ΩzΨ =
∞∑
n=0

zn

n!
(Mr

Φ)nΨ =
∞∑
n=1

zn

n!
((· · · (Ψ �B

n times︷ ︸︸ ︷
Φ) �B · · · ) �B Φ)(5.7)

for all Ψ ∈ ((N )⊗ E)∗, which converges in ((N )⊗ E)∗.

There is an interesting example to illustrate the condition (5.4) for equicontinu-
ity of �B-multiplications.

EXAMPLE 5.1. Under the notations and assumptions of Example 4.2, suppose
that h′ is a d-dimensional Hilbert (Euclidean) space and the continuous bilinear
mapping B is matrix multiplication. Let U be a d × d matrix and denote by |U |0
the (Hilbert–Schmidt) norm of U . Then for any Φ ∈ (N )∗ ⊗ h and any ξ ∈ N ,
SΦ(ξ) ∈ h = Md×d(C), and so for any V ∈ h and n ∈ N, we obtain∣∣∣∣(M l

SΦ(ξ))
n

n!
V

∣∣∣∣
0

=

∣∣∣∣(SΦ(ξ))n

n!
V

∣∣∣∣
0

¬
‖SΦ(ξ)‖nop

n!
|V |0

for all ξ ∈ N and n ∈ N, where ‖ · ‖op is the operator norm. Therefore, if for any
ξ ∈ N and p  0, there exist constants C,K, q  0 such that

(5.8)
‖SΦ(ξ)‖nop

n!
¬ CeK|ξ|2q for all n ∈ N,

then by Corollary 5.1, Ml
Φ is the infinitesimal generator of a holomorphic one-

parameter subgroup {Ωz}z∈C. In this case, for each z ∈ C, Ωz has series expansion

ΩzΨ =
∞∑
n=0

zn

n!
(Ml

Φ)nΨ =
∞∑
n=1

zn

n!

n times︷ ︸︸ ︷
(Φ �B (· · · �B (Φ �BΨ) · · · ))(5.9)

for all Ψ ∈ ((N )⊗ E)∗.

6. WICK TYPE DIFFERENTIAL EQUATIONS

In this section, we study Wick type differential equations for vector-valued Gaus-
sian white noise processes. Consider the following B-Wick type differential equa-
tion:

(6.1)
dΦ(t)

dt
= σ �B Φ(t) + Ψ(t), t  0, Φ(0) = Φ0 ∈ (N )∗ ⊗ E∗,
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where σ ∈ (N )∗ ⊗ E∗ is independent of the time parameter t, and {Φ(t)}t0 and
{Ψ(t)}t0 are vector-valued Gaussian white noise processes in (N )∗ ⊗ E∗. From
now on, we assume that t 7→ Ψ(t) ∈ (N )∗ ⊗ E∗ is continuous.

First, we consider the homogeneous case.

THEOREM 6.1. Let Φ0 ∈ (N )∗ ⊗ E∗. Suppose that for any ξ ∈ N and p  0,
there exist constants C,K, q  0 such that

(6.2)
∣∣∣∣(M l

Sσ(ξ))
n

n!
x

∣∣∣∣
−q
¬ CeK|ξ|2q |x|−p, x ∈ E∗.

If Ψ(t) = 0, then equation (6.1) has a unique continuously differentiable solution
{Φ(t)}t∈R ⊂ (N )∗ ⊗ E∗ given by

(6.3) Φ(t) =
∞∑
n=0

tn

n!

n times︷ ︸︸ ︷
(σ �B (· · · �B (σ �B σ �BΦ0) · · · )), t ∈ R.

Proof. By Corollary 5.1, Ml
σ is the infinitesimal generator of a continuously

differentiable one-parameter subgroup {Ωt}t∈R such that {Ωt : |t| < R} is
equicontinuous for any R > 0. Hence, Φ(t) = ΩtΦ0 is a continuously differ-
entiable solution of (6.1) and by applying (5.5), we have the explicit form of Φ(t)
given in (6.3). �

THEOREM 6.2. Let I be a compact interval and let {Ψ(t)}t∈I ⊂ ((N ) ⊗ E)∗

be a continuous process. Then there exists Υ ∈ ((N )⊗E)∗, denoted by
∫
I

Ψ(t) dt,
such that for all ξ ∈ N and u ∈ E ,

〈SΥ(ξ), u〉 =
∫
I

〈S(Ψ(t))(ξ), u〉 dt.(6.4)

Proof. Since Ψ : I → ((N ) ⊗ E)∗ is continuous, there exists p  0 such
that Ψ : I → (N−p) ⊗ E−p is continuous (see [35, Proposition A.1]). Therefore,
{‖Ψ(t)‖−p}t∈I is bounded, say by C, and so for any ξ ∈ N and u ∈ E ,

|〈S(Ψ(t))(ξ), u〉| = |〈〈Ψ(t), φξ ⊗ u〉〉| ¬ ‖Ψ(t)‖−p|u|pe|ξ|
2
p/2 ¬ C|u|pe|ξ|

2
p/2,

which implies that∣∣∣∫
I

〈S(Ψ(t))(ξ), u〉 dt
∣∣∣ ¬ ∫

I

|〈S(Ψ(t))(ξ), u〉| dt ¬ m(I)C|u|pe|ξ|
2
p/2,

wherem is the Lebesgue measure. Also, for any closed piecewise C1 curve γ in C,
we obtain∫

γ

∫
I

〈S(Ψ(t))(zξ + η), u〉 dt dz =
∫
I

∫
γ

〈S(Ψ(t))(zξ + η), u〉 dz dt = 0
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for any ξ, η ∈ N and u ∈ E . Therefore, by applying Theorem 3.1, we see that
there exists Υ ∈ ((N )⊗ E)∗ such that (6.4) holds. �

By applying arguments similar to those used for Theorem 3.2, we see that

d

dt

t∫
0

Ψ(s) ds = Ψ(t), 0 ¬ t ¬ T,(6.5)

where {Ψ(t)}0¬t¬T ⊂ ((N )⊗ E)∗ (T > 0) is a continuous process.
Denote by

←−−−
WexpB(tσ) �B Φ0 the series on the right hand side of (6.3), i.e.

←−−−
WexpB(tσ) �B Φ0 =

∞∑
n=0

tn

n!

n times︷ ︸︸ ︷
(σ �B (· · · �B (σ �B σ �BΦ0) · · · )).

Now, we consider the inhomogeneous case of equation (6.1).

THEOREM 6.3. Let Φ0 ∈ (N )∗ ⊗ E∗. Suppose that for any ξ ∈ N and p  0,
there exist constants C,K, q  0 such that (6.2) holds. Then equation (6.1) has a
unique continuously differentiable solution {Φ(t)}t∈R ⊂ (N )∗ ⊗ E∗ given by

Φ(t) =
←−−−
WexpB(tσ) �B Φ0 +

←−−−
WexpB(tσ) �B

( t∫
0

←−−−
WexpB(−sσ) �B Ψ(s) ds

)(6.6)

for all t ∈ R.

Proof. By applying Theorem 6.2, we see that the integral in (6.6) is well de-
fined. Then from Theorem 6.1, it is obvious that

←−−−
WexpB(tσ)�BΦ0 is continuously

differentiable, and so, by (6.5), Φ(t) given by (6.6) is continuously differentiable.
For each Ψ ∈ (N )∗ ⊗ E∗ and any t ∈ R, we put

Υ(t) =
←−−−
WexpB(tσ) �B (

←−−−
WexpB(−tσ) �B Ψ).

Then

dΥ(t)

dt
= σ �B Υ(t)− σ �B Υ(t) = 0,

which implies that Υ(t) is constant and Υ(0) = Ψ, and hence Υ(t) = Ψ, i.e.,

←−−−
WexpB(tσ) �B (

←−−−
WexpB(−tσ) �B Ψ) = Ψ

for all Ψ ∈ (N )∗⊗E∗. Therefore, by direct computation, Φ(t) is a solution of (6.1).
To prove the uniqueness of solution of (6.1), we suppose that Θ(t) is a solution

of (6.1). Put
F (t) = Φ(t)−Θ(t).
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Then dF (t)
dt = σ �B (F (t)) and F (0) = Φ0−Φ0 = 0. Therefore, from the unique-

ness of solution of (6.1) with Ψ(t) = 0, we have F (t) = 0, and so Θ(t) = Φ(t)
for all t ∈ R. Hence Φ(t) given by (6.6) is the unique solution of (6.1). �

Put

Ψ �B
−−−→
WexpB(tΦ) =

∞∑
n=1

zn

n!
((· · · (Ψ �B

n times︷ ︸︸ ︷
Φ) �B · · · ) �B Φ)

for Φ,Ψ ∈ ((N )⊗ E)∗ and z ∈ R if the series converges.
By similar arguments to those used for Theorem 6.3, we obtain the following

theorem.

THEOREM 6.4. Suppose that for any ξ ∈ N and p  0, there exist constants
C,K, q  0 such that∣∣∣∣ 1

n!
(M r

Sσ(ξ))
nx

∣∣∣∣
−q
¬ CeK|ξ|2q |x|−p, x ∈ E∗.

Then for given Φ0 ∈ (N )∗⊗E∗ and a continuous process {Ψ(t)}t∈R ⊂ (N )∗⊗E∗,
the equation

(6.7)
dΦ(t)

dt
= Φ(t) �B σ + Ψ(t), Φ(0) = Φ0,

has a unique continuously differentiable solution Φ(t) in (N )∗ ⊗ E∗ given by

Φ(t) = Φ0 �B
−−−→
WexpB(tσ)(6.8)

+
( t∫

0

Ψ(s) �B
−−−→
WexpB(−sσ) ds

)
�B
−−−→
WexpB(tσ)

for all t ∈ R.

EXAMPLE 6.1. As in Example 5.1, consider the Gel’fand triple

(N )⊗ h ⊂ Γ(H)⊗ h ⊂ (N )∗ ⊗ h,

where h = Md×d(C). Let σ ∈ (N )∗ ⊗ h. If for any ξ ∈ N and p  0, there exist
constants C,K, q  0 such that

(6.9)
1

n!
‖Sσ(ξ)‖nop ¬ CeK|ξ|

2
q for all n ∈ N,

then the unique solutions Φ(t) of (6.1) and (6.7) are given by (6.6) and (6.8), re-
spectively.
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REMARK 6.1. All the results for the noncommutative case, i.e., when the con-
tinuous bilinear mapping B is nonsymmetric, can be applied for the commuta-
tive case. Suppose the B-Wick product is commutative, i.e., B is symmetric. Let
{σ(t)}t∈R ⊂ (N )∗⊗E∗ be a continuous process. Suppose that for each 0 ¬ t ¬ T
(for some T > 0), any ξ ∈ N and any p  0, there exist constants C,K, q  0
such that ∣∣∣∣ 1

n!
(Mu)nx

∣∣∣∣
−q
¬ CeK|ξ|2q |x|−p, x ∈ E∗,

where u = S(
∫ t

0
σ(s) ds)(ξ) and Mu := M l

u = M r
u . Then for each Φ0 ∈

(N )∗ ⊗ E∗, the unique solution of the equation

dΦ(t)

dt
= σ(t) �B Φ(t) + Ψ(t), 0 ¬ t ¬ T, Φ(0) = Φ0,

where {Ψ(t)}0¬t¬T ⊂ (N )∗ ⊗ E∗ is continuous, is given by

Φ(t) = Φ0 �B exp�B
( t∫

0

σ(s) ds
)

+
t∫
0

exp�B
( t∫
s

σ(r) dr
)
�B Ψ(s) ds

for all t ∈ R, where exp�B Ψ :=
∑∞

n=0
tn

n! Ψ
�Bn.
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