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Abstract. We study the almost sure convergence of weighted sums of
dependent random variables to a positive and finite constant, in the case
when the random variables have either mean zero or no mean at all. These
are not typical strong laws and they are called exact strong laws of large
numbers. We do not assume any particular type of dependence and further-
more consider sequences which are not necessarily identically distributed.
The obtained results may be applied to sequences of negatively associated
random variables.
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1. INTRODUCTION

Let {Xn, n ­ 1} be a sequence of independent random variables with the
same distribution as the r.v. X. In the case E |X| < ∞ and EX ̸= 0, from the
classical Kolmogorov strong law of large numbers it follows that

(1.1) lim
n→∞

1

nEX

n∑
k=1

Xk = 1 almost surely.

On the other hand, Chow and Robbins [4] proved that in the case E |X| =∞, there
is no sequences {Mn, n ­ 1} such that

(1.2) lim
n→∞

1

Mn

n∑
k=1

Xk = 1 almost surely.

A similar result was obtained by Maller [11] when EX = 0. Thus, we focus on
the case EX = 0 or E |X| = ∞, asking if there exist sequences of real numbers
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{an, n ­ 1} and {bn, n ­ 1} such that

(1.3) lim
n→∞

1

bn

n∑
k=1

akXk = 1 almost surely.

Problems of this kind are called exact strong laws of large numbers and have been
widely studied by Adler (see [1] where further references may be found). The as-
sumption of independence in (1.1) and (1.2) was relaxed by Etemadi [5] and Hong
and Park [7] to pairwise independence. While there is a lot of results implying (1.1)
under dependence assumptions, the conditions for (1.2) and (1.3) remain unknown
for dependent sequences and for sequences of r.v.s with different distributions. The
goal of this paper is to fill this gap.

We do not make any particular assumptions on the dependence structure of the
r.v.s. Instead of this we shall make use of the following conditions. The first one is
related to the second Borel–Cantelli lemma.

ASSUMPTION 1.1. Let {Yn, n ­ 1} be a sequence of r.v.s with the same dis-
tribution as the r.v. Y with the following property. For any sequence {bn, n ­ 1}
of real numbers, if

∑∞
n=1 P(|Y | > bn) =∞, then

P (lim sup{|Yn| > bn}) = P (|Yn| > bn, i.o.) = 1.

The other assumption is related to the so-called second Kolmogorov-type
maximal inequality for moments.

ASSUMPTION 1.2. Let {Yn, n ­ 1} be a centered sequence of square-inte-
grable r.v.s such that

P( max
m¬n¬M

|Sn − Sm| ­ ε) ¬ C

ε2

M∑
k=m+1

Var (Yk)

for some C > 0, every 0 ¬ m ¬M, with Sn =
∑n

k=1 Yk, Y0 = 0 and S0 = 0.

In order to discuss when the above conditions could be satisfied, let us recall
some definitions. The notion of negatively quadrant dependent (NQD) r.v.s is due
to Lehmann [10].

DEFINITION 1.1. We say that {Yn, n ­ 1} is a sequence of pairwise nega-
tively quadrant dependent random variables if

P (Yk ¬ x, Ym ¬ y) ¬ P (Yk ¬ x)P (Ym ¬ y)

for all k,m ∈ N, k ̸= m and x, y ∈ R.
The more restrictive concept was introduced by Joag-Dev and Proschan [8].
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DEFINITION 1.2. We say that {Yn, n ­ 1} is a sequence of negatively asso-
ciated random variables if for any finite, nonempty and disjoint subsets A,B ⊂ N
and coordinatewise nondecreasing functions f : RCardA→R and g : RCardB→R,
the inequality

Cov
(
f (Yi; i ∈ A) , g (Yj ; j ∈ B)

)
¬ 0

holds whenever this covariance is finite.

A weaker definition of asymptotically almost negatively associated (AANA)
random variables was introduced by Chandra and Ghosal in [3].

DEFINITION 1.3. A sequence {Yn, n ­ 1} of r.v.s is called asymptotically
almost negatively associated if there exists a sequence {q(m);m ­ 1} of nonneg-
ative numbers, converging to zero, such that

(1.4) Cov
(
f(Ym), g(Ym+1, . . . , Ym+k)

)
¬ q(m)

(
Var

(
f(Ym)

)
Var

(
g(Ym+1, . . . , Ym+k)

))1/2

for all m, k ­ 1 and for all coordinatewise nondecreasing continuous functions f
and g, whenever the right-hand side of (1.4) is finite.

Finally, let us recall the notion of ρ−-mixing sequences which was introduced
by Zhang and Wang (see [14]).

DEFINITION 1.4. A sequence {Yn, n ­ 1} of r.v.s is called ρ−-mixing if

ρ−(s) = sup{ρ−(S, T ) : S, T ⊂ N,dist(S, T ) ­ s} → 0, s→∞,

where

ρ−(S, T ) := max

0; sup

 Cov
(
f(Yi, i ∈ S), g(Yj , j ∈ T )

)√
Var

(
f(Yi, i ∈ S)

)
Var

(
g(Yj , j ∈ T )

)

,

and the supremum (in the definition of the mixing coefficient ρ−(·, ·)) runs over all
coordinatewise nondecreasing functions f and g.

From the properties of the above-mentioned dependence concepts it follows
that Assumption 1.2 is satisfied by negatively associated sequences, AANA with∑∞

m=1 q
2(m) <∞ and ρ−-mixing sequences with summable mixing coefficients

(see [6]). In Section 2 we shall prove that Assumption 1.1 is satisfied by sequences
of pairwise NQD r.v.s. It should be noted that negatively associated sequences are
AANA and ρ−-mixing as well as they are pairwise NQD. Among examples of neg-
atively associated r.v.s we can find negatively correlated Gaussian sequences, fur-
thermore the considered classes of dependent variables are closed under monotonic
transformation of the r.v.s. This property will be used in construction examples in
the last section of the paper.
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In this paper we study sequences of r.v.s with different distributions and for
this reason we need the following assumption.

ASSUMPTION 1.3. We say that a sequence {Xn, n ­ 1} of r.v.s has uniformly
equivalent tails to the tails of the r.v. X if

sup
n∈N

∣∣∣∣P (Xn < −x)
P (X < −x)

− 1

∣∣∣∣→ 0, x→ +∞,

sup
n∈N

∣∣∣∣P (Xn > x)

P (X > x)
− 1

∣∣∣∣→ 0, x→ +∞,

where P (X > x) = 0 iff P (Xn > x) = 0, as well as P (X < −x) = 0 iff
P (Xn < −x) = 0. In such cases we understand that “0/0” = 1.

The paper is organized as follows. In Section 2 we extend the results of Chow
and Robbins [4] and Hong and Park [7] on exact sequences to r.v.s satisfying As-
sumption 1.1. In Sections 3 and 4 the results of Adler [1] are extended to sequences
satisfying Assumptions 1.2 and 1.3. The examples are discussed in Section 5. The
proofs are essentially similar to those known from the case of independent random
variables, but for completeness we present most of the details.

2. EXACT SEQUENCES

In what follows we proceed as in the papers of Chow and Robbins [4] and
Hong and Park [7], the proofs are essentially unchanged, and therefore we omit
the details. Instead of making the assumption of the independence of the random
variables under consideration, we shall assume that the sequence satisfies the sec-
ond Borel–Cantelli lemma in the form described in Assumption 1.1.

LEMMA 2.1. If {bn/n;n ­ 1} is positive and non-decreasing, and Assump-
tion 1.1 is satisfied, then

∑∞
n=1 P(|X| > bn) =∞ implies

P(lim sup
n→∞

|Xn|/bn =∞) = 1.

LEMMA 2.2. If {bn/n;n ­ 1} is positive and non-decreasing, and Assump-
tion 1.1 is satisfied, then

∑∞
n=1 P(|X| > bn) <∞ implies

P( lim
n→∞
|Xn|/bn = 0) = 1.

In the next lemmas we deal with the partial sums Sn =
∑n

k=1Xk of the se-
quence {Xn;n ­ 1}.

LEMMA 2.3. If {bn/n;n ­ 1} is positive and non-decreasing, and Assump-
tion 1.1 is satisfied, then

∑∞
n=1 P (|X| > bn) =∞ implies

P(lim sup
n→∞

|Sn|/bn =∞) = 1.
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LEMMA 2.4. If {bn/n;n ­ 1} is positive and non-decreasing, Assump-
tion 1.1 is satisfied and E|X| = ∞, then for any subsequence {nk; k ­ 1} the
condition

∑∞
n=1 P(|X| > bn) <∞ implies P (lim infk→∞ |Snk

|/bnk
= 0) = 1.

The main result of this section is an improvement of Theorem 1 in [7]. The
proof relies on the aforementioned Lemmas 2.1–2.4 and follows the lines of [7],
therefore the details will be omitted.

THEOREM 2.1. If Assumption 1.1 is satisfied and E |X| = ∞, then for any
sequence {bn;n ­ 1} of constants,

either P(lim inf
n→∞

|Sn/bn| = 0) = 1 or P(lim sup
n→∞

|Sn/bn| =∞) = 1,

and in consequence P (limn→∞ Sn/bn = 1) = 0.

From the above theorem we can derive a supplement to the strong law of large
numbers for pairwise NQD random variables proved by Matuła in [12].

THEOREM 2.2. Let {Xn;n ­ 1} be a sequence of pairwise negatively quad-
rant dependent random variables with the same distribution as the r.v. X. Then the
following two conditions are equivalent:

(2.1) P( lim
n→∞

Sn/n = c) = 1 for some constant c ∈ R;

(2.2) E |X| <∞.

If (2.2) holds, then c = EX. If (2.2) does not hold, i.e. E |X| =∞, then for any
sequence {bn;n ­ 1} of constants P (limn→∞ Sn/bn = 1) = 0.

P r o o f. We have to prove that the sequence of pairwise NQD r.v.s satisfies
Assumption 1.1. In the case that infinitely many of bn’s are negative, we have
automatically

∑∞
n=1 P(|X| > bn) = ∞ as well as P (|Xn| > bn, i.o.) = 1, and

therefore the implication stated in Assumption 1.1 is satisfied irrespective of the
dependence structure of the sequence {Xn;n ­ 1}. Thus we may and do assume
that bn ­ 0 for all n ∈ N. Let us introduce the events An = {Xn > bn} and Bn =
{Xn < −bn}. From the NQD property, for n ̸= m, we have

P (An ∩Am) ¬ P (An)P (Am),

P (Bn ∩Bm) ¬ P (Bn)P (Bm).

From
∑∞

n=1 P(|X| > bn) =∞ we get either
∑∞

n=1 P(An) =∞ or
∑∞

n=1 P(Bn)
= ∞. Thus by Lemma 6.2, p. 200, in [13] we have P (lim supAn) = 1 or
P (lim supBn) = 1, and consequently P (|Xn| > bn, i.o.) = 1. �
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3. EXACT STRONG LAWS – MEAN ZERO CASE

In what follows, log x = lnx is the natural logarithm with base e. In this sec-
tion, we shall assume that

(3.1) E |X| <∞ and EX = 0.

Adapting the notation of Klass and Teicher [9], we define the function

µ(x) =
∞∫
x

P (|X| > t) dt.

We have also to assume that the random variable X is unbounded (for convenience,
at least unbounded from above). In this case,

P (|X| > t) > 0 for each t ­ 0.

Since µ(0) = E |X| > 0 and P (|X| > t) is monotone decreasing, we have:
• µ(x) is decreasing to zero,
• µ(x) > 0 for each x ­ 0,

• limt→∞ tP (|X| > t) = 0.

LEMMA 3.1 (Lemma 1 in [1]). Assume that there exist a constant B > 1 and
a slowly varying function L(x) such that, for each x ­ 0,

(3.2) B−1L(x) ¬ xP (|X| > x) ¬ BL(x).

Then
(a) limx→∞ xP (|X| > x) /µ(x) = 0,

(b) µ(x) and 1/µ(x) are slowly varying functions,
(c) limx→∞ logµ(x)/ log x = 0.

Now, let us define the following function, which is a slightly modified formula
of that in [1]:

C(x) =
x

µ(x) log(x+ e)
, x ­ 0.

Let us observe that

dC

dx
>

µ(x)
(
log(x+ e)− x

x+e

)(
µ(x) log(x+ e)

)2 ­ 1

µ(x) log2(x+ e)
> 0;

moreover,

logC(x) =

(
1− logµ(x)

log x
− log log(x+ e)

log x

)
log x→∞ as x→∞,
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thus C(x)→∞ as x→∞. This means that C : [0,∞)→ [0,∞) is a continuous,
increasing bijection. Let us denote by c(x) = C−1(x) the inverse function. Define
a sequence {cn, n ­ 1} by cn = c(n). It is immediate that

lim
n→∞

cn =∞.

From the definition, we obtain the following equality:

(3.3) cn = nµ(cn) log(cn + e).

The main property of the sequence {cn, n ­ 1} is described in the following
lemma.

LEMMA 3.2 (Lemma 2 in [1]). Under the assumptions of Lemma 3.1 we have

lim
n→∞

log cn
log n

= 1.

Let us define the measure of symmetry of the r.v. X as the following coefficient
(we assume that this limit exists):

(3.4) c = lim
x→∞

EX−I [X− > x]

EX+I [X+ > x]
,

where X+ = XI [X > 0] and X− = −XI [X < 0] . Then X = X+ −X− and
|X| = X+ +X−.

REMARK 3.1. As noted in [1], if limx→∞
P(X<−x)
P(X>x) = 0, then c = 0.

The properties of the truncated moments of the r.v.s X , X+, X− and |X| will
be collected in the next lemma. The proof is essentially included in the proof of
Theorem 1 in [1].

LEMMA 3.3. Under the assumptions of Lemma 3.1 we have

lim
x→∞

E |X| I [|X| > x]

µ(x)
= 1;(a)

lim
x→∞

EX+I[X+ > x] + EX−I[X− > x]

µ(x)
= 1;(b)

lim
x→∞

EX+I[X+ > x] + EX−I[X− > x]

EX+I [X+ > x]
= 1 + c;(c)

lim
x→∞

EX−I[X− > x]

µ(x)
=

c

1 + c
;(d)
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(e) if, moreover, EX = 0, then

lim
x→∞

EXI [|X| ¬ x]

µ(x)
=

c− 1

c+ 1
.

Now let us investigate the properties of sequences with uniformly equivalent
tails, i.e. satisfying our Assumption 1.3. For any nonnegative random variable Y
we have the formula

EY = xP (Y > x) +
∞∫
x

P (Y > t) dt,

and in consequence, for x > 0,

EX+I[X+ > x] = xP(X+ > x) +
∞∫
x

P(X+ > t)dt

= xP (X > x) +
∞∫
x

P (X > t) dt

and

EX−I[X− > x] = xP(X− > x) +
∞∫
x

P(X− > t)dt

= xP (−X > x) +
∞∫
x

P (−X > t) dt.

Further, under the assumption EX = 0 we have

EXI [|X| ¬ x] = −EXI [|X| > x] = −EX+I[X+ > x] + EX−I[X− > x].

We shall examine the following quantity for large x:

EXnI [|Xn| ¬ x]

EX+I [X+ > x]
=
−EX+

n I [X+
n > x] + EX−n I [X−n > x]

EX+I [X+ > x]
.

From our assumptions, for any ε > 0, there exists x(ε) such that for any x ­ x(ε)
we have ∣∣∣∣P (Xn < −x)

P (X < −x)
− 1

∣∣∣∣ < ε for each n ∈ N,∣∣∣∣P (Xn > x)

P (X > x)
− 1

∣∣∣∣ < ε for each n ∈ N,

c− ε <
EX−I [X− > x]

EX+I [X+ > x]
< c+ ε.
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Therefore,

(1− ε)P (X > x) < P (Xn > x) < (1 + ε)P(X > x),

(1− ε)P (X < −x) < P (Xn < −x) < (1 + ε)P(X < −x).

Thus,

EX+
n I [X+

n > x]

EX+I [X+ > x]
­

x (1− ε)P (X > x) + (1− ε)
∞∫
x

P (X > t) dt

EX+I [X+ > x]
= 1− ε

and

EX−n I [X−n > x]

EX+I [X+ > x]
=

xP (Xn < −x) +
∞∫
x

P (Xn < −t) dt

EX+I [X+ > x]

¬ (1 + ε)EX−I [X− > x]

EX+I [X+ > x]
¬ (1 + ε)(c+ ε).

Consequently, for x ­ x(ε) and all n ∈ N, we get

EXnI [|Xn| ¬ x]

EX+I [X+ > x]
¬ −1 + ε+ (1 + ε)(c+ ε).

Thus, for any cn →∞,

lim sup
n→∞

EXnI [|Xn| ¬ cn]

EX+I [X+ > cn]
¬ c− 1.

Similarly we get

lim inf
n→∞

EXnI [|Xn| ¬ cn]

EX+I [X+ > cn]
­ c− 1.

We have proved the following lemma.

LEMMA 3.4. Let {Xn;n ­ 1} be a sequence of r.v.s with uniformly equiva-
lent tails to X, and {cn;n ­ 1} be a sequence of real numbers such that
limn→∞ cn =∞. Then

lim
n→∞

P (Xn > cn)

P (X > cn)
= lim

n→∞

P (Xn < −cn)
P (X < −cn)

= lim
n→∞

P (|Xn| > cn)

P (|X| > cn)
= 1;

in consequence,
∑∞

n=1 P (|Xn| > cn) <∞ iff
∑∞

n=1 P (|X| > cn) <∞. If, more-
over, EX = 0 and (3.4) is satisfied, then

lim
n→∞

EXnI [|Xn| ¬ cn]

EX+I [X+ > cn]
= c− 1,

lim
n→∞

EXnI [|Xn| ¬ cn]

EXI [|X| ¬ cn]
= 1,
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and, in consequence,

lim
n→∞

EXnI [|Xn| ¬ cn]

µ(cn)
=

c− 1

c+ 1
.

An elementary lemma concerning convergence of real sequences will be need-
ed in the proofs.

LEMMA 3.5. Let {An;n ­ 1}, {Bn;n ­ 1}, {αn;n ­ 1} and {βn;n ­ 1}
be sequences of positive real numbers such that limn→∞An/Bn = 1 and
limn→∞ βn =∞. Then

lim
n→∞

1

βn

n∑
k=1

αkAk = a

for some constant a, iff

lim
n→∞

1

βn

n∑
k=1

αkBk = a.

THEOREM 3.1. If {Yn, n ­ 1} is a sequence of centered r.v.s which satisfy As-
sumption 1.2 and

∑∞
n=1Var (Yn) <∞, then the series

∑∞
n=1 Yn is almost surely

convergent.

P r o o f. We proceed as in the book of Petrov (see [13], pp. 204–205). �

Let us define the normalizing sequences as bn = (log n)b for some b > 0, and
an = bn/cn with cn defined previously.

THEOREM 3.2. Let {Xn, n ­ 1} be a sequence of random variables satis-
fying Assumption 1.3 with X such that (3.2) holds. Assume that for any nonde-
creasing bounded functions {fn, n ­ 1}, the sequence Yn = fn(Xn)− Efn(Xn)
satisfies Assumption 1.2. If (3.1) and

(3.5)
∞∑
n=1

P (|X| > cn) <∞

are satisfied, then

lim
n→∞

1

bn

n∑
k=1

akXk =
c− 1

b(c+ 1)
almost surely.

P r o o f. Let us define the following functions fk(x) as the monotonic trunca-
tion:

fk(x) =


−ck, x < −ck,
x, |x| ¬ ck,

ck, x > ck.
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Then we have

1

bn

n∑
k=1

akXk =
1

bn

n∑
k=1

ak
(
fk(Xk)− Efk(Xk)

)
+

1

bn

n∑
k=1

akXkI (|Xk|>ck)+
1

bn

n∑
k=1

akckI (Xk<−ck)−
1

bn

n∑
k=1

akckI (Xk>ck)

+
1

bn

n∑
k=1

akckP (Xk > ck)−
1

bn

n∑
k=1

akckP (Xk < −ck)

+
1

bn

n∑
k=1

akEXkI (|Xk| ¬ ck)

:= A1 +A2 +A3 +A4.

To prove that A1 → 0 almost surely, as n → ∞, we will show that∑∞
n=1Var

(
fn(Xn)/cn

)
<∞ and apply Theorem 3.1 together with Kronecker’s

lemma. We have
∞∑
n=1

Var

(
fn(Xn)

cn

)
¬
∞∑
n=1

c2nP (|Xn| > cn)

c2n
+
∞∑
n=1

EX2
nI (|Xn| ¬ cn)

c2n
.

From Assumption 1.3 and Lemma 3.4 it follows that there exists a constant M>0
such that P (|Xn| > cn) ¬ MP (|X| > cn) for all n ­ 1, and P (|Xn| > t) ¬
MP (|X| > t) for all t ­ 0. Thus, by (3.5),

(3.6)
∞∑
n=1

P (|Xn| > cn) ¬M
∞∑
n=1

P (|X| > cn) <∞.

Moreover,

(3.7)
∞∑
n=1

EX2
nI (|X| ¬ cn)

c2n
= 2

∞∑
n=1

1

c2n

cn∫
0

tP (|Xn| > t) dt

¬ 2BM
∞∑
n=1

1

c2n

cn∫
0

L(t)dt;

since, by the Karamata theorem,
∫ x

0
L(t)dt/

(
xL(x)

)
→ 1 as x → ∞, thus∫ cn

0
L(t)dt/

(
cnL(cn)

)
¬ B1 for some B1, it follows that the right-hand side of

the inequality in (3.7) is less than or equal to

2BMB1

∞∑
n=1

L(cn)

cn
¬ 2B2MB1

∞∑
n=1

P (|X| > cn) <∞.

The almost sure convergence A2 → 0 as n→∞ follows from the first Borel–
Cantelli lemma, which is a consequence of (3.5) and Lemma 3.4.
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From the relation (3.6) it follows that
∑∞

n=1 P (Xn > cn) < ∞ as well as∑∞
n=1 P (Xn < −cn) <∞, so the Kronecker lemma implies A3 → 0 as n→∞.

It remains to investigate A4 =
1
bn

∑n
k=1 akEXkI (|Xk| ¬ ck) or, by Lemmas

3.3–3.5, equivalently, 1
bn

∑n
k=1 akµ (ck), but it goes along the lines of the paper

by Adler [1]. �

4. EXACT STRONG LAWS – INFINITE MEAN CASE

In this section we assume that E |X| =∞. Define the function

µ(x) =
x∫
0

P (|X| > t) dt.

Then X is unbounded, and in this case P (|X| > t) > 0 for each t ­ 0 (for con-
venience, we assume that it is at least unbounded from above) and µ(x)→∞ as
x→∞.

It may be useful later on to observe that for a nonnegative r.v. Y ­ 0 and x > 0
we have EY I [Y ¬ x] = −xP (Y > x) +

∫ x

0
P (Y > t) dt. Thus,

E |X| I [|X| ¬ x] = −xP (|X| > x) +
x∫
0

P (|X| > t) dt,

µ(x) =
x∫
0

P (|X| > t) dt = E |X| I [|X| ¬ x] + xP (|X| > x).

LEMMA 4.1 (Lemma 4 in [1]). Assume that there exist a constant B > 1 and
a slowly varying function L(x) such that (3.2) holds. Then

(a) limx→∞ xP (|X| > x) /µ(x) = 0;

(b) µ(x) and 1/µ(x) are slowly varying functions;
(c) limx→∞ logµ(x)/ log x = 0.

From the above lemma it follows that there exists x(L) > 0 depending on the
function L and the distribution of X such that, for x ­ x(L),

xP (|X| > x)

µ(x)
¬ 1

2
.

Now, let us define the function

C(x) =
x

µ(x) log(x+ e)
for x ­ x(L)

and linear between C(0) = 0 and C
(
x(L)

)
> 0, i.e. for 0 ¬ x ¬ x(L). Let us

observe that
dC

dx
>

1
2 log 2

µ(x) log2(x+ e)
> 0
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since the denominator attains its minimum value at e. Moreover, for x ­ x(L),

logC(x) =

(
1− logµ(x)

log x
− log log(x+ e)

log x

)
log x→∞ as x→∞,

thus C(x)→∞ as x→∞. This means that C : [0,∞)→ [0,∞) is a continuous,
increasing bijection. Let us denote by c(x) = C−1(x) the inverse function. Define
a sequence {cn, n ­ 1} by cn = c(n). It is immediate that limn→∞ cn =∞. From
the definition, the following equality holds for sufficiently large n:

(4.1) cn = nµ(cn) log(cn + e).

The main property of the sequence {cn, n ­ 1} is described in the following
lemma.

LEMMA 4.2 (Lemma 5 in [1]). Under the assumptions of Lemma 4.1 we have

lim
n→∞

log cn
log n

= 1.

Let us define the measure of symmetry of the r.v. X as the following coefficient
(we assume that this limit exists):

(4.2) c = lim
x→∞

EX−I [X− ¬ x]

EX+I [X+ ¬ x]
,

where X+ = XI [X > 0] and X− = −XI[X > 0]. Then X = X+ − X− and
|X| = X+ +X−.

LEMMA 4.3 (Lemma 6 in [1]). Under the assumptions of Lemma 4.1, if
limx→∞ P(X < −x)/P(X > x) = 0, then c = 0.

Again the properties of the truncated moments of the r.v.s X , X+, X− and
|X| will be collected in the next lemma. The proof is essentially included in the
proof of Theorem 2 in [1].

LEMMA 4.4. Under the assumptions of Lemma 4.1 we have

lim
x→∞

E |X| I[|X| ¬ x]

µ(x)
= 1;(a)

lim
x→∞

EX+I[X+ ¬ x] + EX−I[X− ¬ x]

µ(x)
= 1;(b)

lim
x→∞

EX+I[X+ ¬ x] + EX−I[X− ¬ x]

EX+I[X+ ¬ x]
= 1 + c;(c)

lim
x→∞

EX−I[X− ¬ x]

µ(x)
=

c

1 + c
and lim

x→∞

EX+I[X+ ¬ x]

µ(x)
=

1

1 + c
;(d)

lim
x→∞

EXI[|X| ¬ x]

µ(x)
=

1− c

1 + c
.(e)
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LEMMA 4.5. Let {Xn;n ­ 1} be a sequence of r.v.s with uniformly equiva-
lent tails to X with EX =∞ and satisfying (4.2). If {cn;n ­ 1} is a sequence of
real numbers such that limn→∞ cn =∞, then

lim
n→∞

EXnI [|Xn| ¬ cn]

µ(cn)
=

1− c

1 + c
.

P r o o f. In view of Lemma 4.4(e) it suffices to show that

lim
n→∞

EXnI [|Xn| ¬ cn]− EXI [|X| ¬ cn]

µ(cn)
= 0.

For any ε > 0, we choose x(ε) as in the considerations prior to Lemma 3.4. Then,
for x ­ x(ε) and all n ∈ N, we get the upper bound

EXnI[|Xn| ¬ x]− EXI[|X| ¬ x]

= EX+
n I[X+

n ¬ x]− EX−n I[X−n ¬ x]− EX+I[X+ ¬ x] + EX−I[X− ¬ x]

= −xP(X+
n > x) +

x∫
0

P(X+
n > t)dt+ xP(X−n > x)−

x∫
0

P(X−n > t)dt

+ xP(X+ > x)−
x∫
0

P(X+ > t)dt− xP(X− > x) +
x∫
0

P(X− > t)dt

¬ −(1− ε)xP(X+>x) + xP(X+>x) + (1 + ε)xP(X−>x)− xP(X−>x)

+
x(ε)∫
0

P(X+
n > t)dt+

x∫
x(ε)

P(X+
n > t)dt−

x∫
0

P(X+ > t)dt

−
x(ε)∫
0

P(X−n > t)dt−
x∫

x(ε)

P(X−n > t)dt+
x∫
0

P(X− > t)dt

¬ εxP(|X| > x) + x(ε) + (1 + ε)
x∫
0

P(X+ > t)dt−
x∫
0

P(X+ > t)dt

− (1− ε)
x∫

x(ε)

P(X− > t)dt+
x∫
0

P(X− > t)dt

= εxP(|X| > x) + x(ε) + ε
x∫
0

P(X+ > t)dt

− (1− ε)
x∫
0

P(X− > t)dt+ (1− ε)
x(ε)∫
0

P(X− > t)dt+
x∫
0

P(X− > t)dt

¬ εxP(|X| > x) + (2− ε)x(ε) + ε
x∫
0

P(|X| > t)dt.
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Since µ(cn)→∞, by Lemma 4.1 we get

lim sup
n→∞

EXnI [|Xn| ¬ cn]− EXI [|X| ¬ cn]

µ(cn)
¬ ε.

Similarly we obtain the lower bound and the bound for lim inf . �

As in the previous section we define bn = logb n for some b > 0, and an =
bn/cn. With such weights we get the following theorem.

THEOREM 4.1. Let {Xn, n ­ 1} be a sequence of random variables satis-
fying Assumption 1.3 with X such that (3.2) holds. Assume that, for any nonde-
creasing bounded functions {fn, n ­ 1}, the sequence Yn = fn(Xn)− Efn(Xn)
satisfies Assumption 1.2. If E |X| =∞ and (3.5) holds, then

lim
n→∞

1

bn

n∑
k=1

akXk =
1− c

b(c+ 1)
almost surely.

P r o o f. The proof is similar to that of the previous theorem. We split the sum
in the same way, and deduce that A1, A2, A3 → 0 in the same way. To study the
convergence of A4 we apply Lemma 4.5, where it is proved that

EXnI [|Xn| ¬ cn]

µ(cn)
→ 1− c

1 + c
as n→∞,

and we proceed as in [1]. �

5. EXAMPLES

A starting point in constructing our examples will be a sequence of negatively
associated r.v.s. We extend the example presented in [6] and construct an example
of a sequence of negatively associated r.v.s with the same distribution or different
distributions but satisfying Assumption 1.3, for which the exact strong law may be
applied.

EXAMPLE 5.1. Let us consider a Gaussian sequence {ξn;n ­ 1} such that
ξn’s have the standard normal distribution and Cov (ξi, ξj) = −aij , i ̸= j, aij ­ 0,
with

∑∞
i=1

∑∞
j=1 aij = A < 1. These r.v.s are negatively correlated Gaussian and,

according to Joag-Dev and Proschan [8], are negatively associated. To show that
such a sequence exists it suffices to prove that the matrix An = [−aij ]1¬i,j¬n with
aii = 1 is positive definite and it is indeed the covariance matrix of the vector
[ξ1, ξ2, . . . , ξn]. Let us write An = I−B, where I is a unit matrix and B = [aij ]
with aii = 0.

Let us focus on the matrix B. We put x = [x1, . . . , xn] and by the inequality

aijxixj ¬ aij
x2
i+x2

j

2 , which holds for any i, j, we get, for any 1 ¬ k ¬ n,
n∑

i=1

aikxixk ¬
1

2

n∑
i=1

aikx
2
i +

1

2
x2k

n∑
i=1

aik ¬
Ak

2
∥x∥2 + 1

2
x2kAk ¬ Ak ∥x∥2,
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where Ak =
∑∞

i=1 aik. Therefore,

xBxT =
n∑

k=1

n∑
i=1

aikxixk ¬ A ∥x∥2,

and finally
xAnx

T = ∥x∥2 − xBxT ­ (1−A) ∥x∥2 > 0

provided that x ̸= 0.
Now, let us denote by Φ the standard normal distribution, and let Fn be any

distribution with the quasi-inverse F
(−1)
n . Define Xn = F

(−1)
n

(
Φ(ξn)

)
. Then

{Xn; k ­ 1} is a sequence of negatively associated r.v.s with distributions Fn.

Let us note that all the examples of distributions given in [1] may be used in
our Example 5.1 to show how Theorems 3.2 and 4.1 work in the case of identically
distributed random variables.

Let us begin with a modification of one of those distributions.

EXAMPLE 5.2. To illustrate Theorem 4.1, in Example 5.1, we take the distri-
butions Fn(x) = F (x) = 1− 1

x+1 , x ­ 0. Then

µ(x) =
x∫
0

P (|X| > t) dt =
x∫
0

dt

t+ 1
= log(x+ 1),

and for large n we have cn = n log(cn + 1) log(cn + e). Thus cn/(n log2 n)→ 1,
and by taking bn = log2 n, we get nan = nbn/cn = n log2 n/cn → 1. Conse-
quently,

1

log2 n

n∑
k=1

Xk

k
→ 1

2
almost surely as n→∞.

To explain how the symmetry coefficient c works, let us extend the above
example in the following way.

EXAMPLE 5.3. Let us consider the distribution function

F (x) =

{
1−A/(1 + x), x ­ 0,

(1−A)/(1− x), x < 0,

with A ∈ (0, 1). Then

µ(x) =
x∫
0

P (|X| > t) dt =
x∫
0

P (X > t) dt+
x∫
0

P (X < −t) dt

=
x∫
0

A

1 + t
dt+

x∫
0

1−A

1 + t
dt = log(x+ 1).
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Also, for x > 0, we have

EX+I[X+ ¬ x] = −xP(X+ > x) +
x∫
0

P(X+ > t)dt

= −xP (X > x) +
x∫
0

P (X > t) dt

= − Ax

1 + x
+A log(x+ 1),

and similarly

EX−I[X− ¬ x] = −(1−A)x

1 + x
+ (1−A) log(x+ 1).

Therefore,

c = lim
x→∞

EX−I [X− ¬ x]

EX+I [X+ ¬ x]
=

1−A

A
.

Thus, as in Example 5.2, cn/(n log2 n) → 1, and by taking bn = log2 n, we get
nan = nbn/cn = n log2 n/cn → 1. Consequently, for a sequence {Xn, n ­ 1}
of negatively associated r.v.s with the same distribution function F (x) defined in
Example 5.1, we get

1

log2 n

n∑
k=1

Xk

k
→ A− 1

2
almost surely as n→∞,

since
1− c

1 + c
=

1− (1/A− 1)

1 + 1/A− 1
= 2A− 1.

In the last example we shall construct a sequence of non-identically distributed
r.v.s satisfying Assumptions 1.2 and 1.3 for which Theorem 3.2 works.

EXAMPLE 5.4. Consider r.v.s X and Xn with the following distribution func-
tions

F (x) =


0, x < −2,
1/2, −2 ¬ x < 0,

1− 1/
(
(x+ e) log2(x+ e)

)
, x ­ 0,

Fn(x) =


0, x < −2,
1/2− 1/(10n), −2 ¬ x < −1,
1/2 + 1/(10n), −1 ¬ x < 0,

1− 1/
(
(x+ e) log2(x+ e)

)
, x ­ 0.
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Then EX =
∫∞
0

(
1 − F (x)

)
dx −

∫ 0

−∞ F (x)dx = 0 as well as EXn = 0. It is
easy to see that Assumption 1.3 is satisfied. Furthermore, for x ­ 2 we have

µ(x) =
∞∫
x

P (|X| > t) dt =
∞∫
x

dt

(t+ e) log2(t+ e)
=

1

log(x+ e)

and
xP (|X| > x) =

x

(x+ e) log2(x+ e)
.

On account of C(x) = x/
(
µ(x) log(x+ e)

)
, for x ­ 2 we get C(x) = x, and

therefore we may put cn = n. Moreover, bn = (log n)b with b > 0 and an =

(log n)b /n. We have to check that
∑∞

n=1 P (|X| > cn) <∞. But for sufficiently
large n we have

P (|X| > cn) = P (X > n) =
1

(n+ e) log2(n+ e)
.

It is easy to see that for the distribution F (x) we have

c = lim
x→∞

EX−I[X− > x]

EX+I[X+ > x]
= 0,

and therefore the sequence {Xn;n ­ 1} described in Example 5.1 with such Fn(x)
and F (x) satisfies the assumptions of Theorem 3.2, and the following weighted
limit law holds:

lim
n→∞

1

logb n

n∑
k=1

(log k)b

k
Xk = −1

b
almost surely.
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