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QUENCHED ASYMPTOTICS FOR SYMMETRIC LÉVY PROCESSES
INTERACTING WITH POISSONIAN FIELDS

BY

ZHI-HE C H E N (FUZHOU) AND JIAN WA N G (FUZHOU)

Abstract. We establish the quenched large time asymptotics for the
Feynman–Kac functional

Ex

[
exp

(
−

t∫
0

V
ω
(Zs) ds

)]
associated with a pure-jump symmetric Lévy process (Zt)t⩾0 in general
Poissonian random potentials V ω on Rd, which is closely related to the
large time asymptotic behavior of solutions to the nonlocal parabolic An-
derson problem with Poissonian interaction. In particular, when the density
function with respect to the Lebesgue measure of the associated Lévy mea-
sure is given by

ρ(z) =
1

|z|d+α
1{|z|⩽1} + e

−c|z|θ
1{|z|>1}

for some α ∈ (0, 2), θ ∈ (0,∞] and c > 0, an explicit quenched asymp-
totics is derived for potentials with the shape function given by φ(x) =

1 ∧ |x|−d−β for β ∈ (0,∞] with β ̸= 2, and it is completely different
for β > 2 and β < 2. We also discuss the quenched asymptotics in the
critical case (e.g., β = 2 in the example above). The work fills the gaps of
the related work for pure-jump symmetric Lévy processes in Poissonian po-
tentials, where only the case that the shape function is compactly supported
(e.g., β =∞ in the example above) has been handled in the literature.
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1. BACKGROUND AND MAIN RESULTS

This paper is devoted to the analysis of large time asymptotic behavior of solutions
to the nonlocal parabolic Anderson problem with Poissonian interaction:

© Probability and Mathematical Statistics, 2022
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(1.1)
∂uω

∂t
= Luω − V ωuω

on [0,∞)×Rd with the initial condition uω(0, x) = 1. Here, L is the infinitesimal
generator of a pure-jump symmetric Lévy process Z := (Zt,Px)t⩾0,x∈Rd with
characteristic exponent

(1.2) ψ(ξ) =
∫

Rd\{0}
(1− cos⟨ξ, z⟩) ν(dz)

for some symmetric Lévy measure ν (i.e., ν is a Radon measure on Rd \ {0} with∫
Rd\{0}(|z|

2 ∧ 1) ν(dz) < ∞ and ν(A) = ν(−A) for any A ∈ B(Rd\{0})); the
potential is

(1.3) V ω(x) =
∫
Rd

φ(x− y)µω(dy),

where µω is a Poissonian random measure on Rd with intensity measure ρ dx, for
a constant ρ > 0, on a given probability space (Ω,Q), and φ is a non-negative
shape function on Rd. We refer to the monographs [14, 21] for background on
this topic. Throughout this paper, Q and EQ denote the probability and expectation
corresponding to the Poissonian field, while Px and Ex denote the probability and
expectation corresponding to the Lévy process Z with starting point x ∈ Rd.

Under mild assumptions (so that the potential V ω belongs Q-almost surely to
the local Kato class of the process Z; see Subsection 2.2 for more details), the
solution to the problem (1.1) enjoys the Feynman–Kac representation

(1.4) uω(t, x) = Ex
[
exp

(
−

t∫
0

V ω(Zs) ds
)]
.

Thus, the analysis of properties of the solution to (1.1) can be done via (1.4) by
estimating uω(t, x). There are a number of works on the large time behavior of
uω(t, x) in both the annealed sense (averaged with respect to Q) and the quenched
sense (almost sure with respect to Q). In this paper we will mainly analyse the
quenched behavior of uω(t, x) for pure-jump symmetric Lévy processes in Pois-
sonian potentials with a non-negative shape function φ.

Let us begin by recalling the history of related topics. The annealed asymptotics
of uω(t, x) was first established by Donsker and Varadhan [7] for symmetric (but
not necessarily isotropic) non-degenerate α-stable processes (including Brownian
motion). They proved in [7, Theorem 3] that, when the shape function φ(x) is of
order o(1/|x|d+α) as |x| → ∞, which is later referred to as the light tailed case,

(1.5) lim
t→∞

logEQ[u
ω(t, x)]

td/(d+α)
= −ρα/(d+α)

(
d+ α

α

)(
αλ(α)(B(0, 1))

d

)d/(d+α)
,

where
λ(α)(B(0, 1)) = inf

open U, |U |=wd

λ
(α)
1 (U),
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wd is the volume of the unit ball B(0, 1), and λ(α)1 (U) is the principal Dirichlet
eigenvalue for the generator of the symmetric α-stable process on U . In particular,
when the symmetric α-stable process is isotropic, it follows from the Faber–Krahn
isoperimetric inequality that the infimum in the definition of λ(α)(B(0, 1)) above
is attained on the ball of radius rd = w

−1/d
d and so we have λ(α)(B(0, 1)) =

w
α/d
d λ

(α)
1 (B(0, 1)), where λ(α)1 (U) is the principal Dirichlet eigenvalue for the

fractional Laplacian on U . Thus, in this case (1.5) is reduced to

(1.6)

lim
t→∞

logEQ[u
ω(t, x)]

td/(d+α)
= −(ρwd)α/(d+α)

(
d+ α

α

)(
αλ

(α)
1 (B(0, 1))

d

)d/(d+α)
.

Later Ôkura [17] extended [7, Theorem 3] to a large class of symmetric Lévy
processes whose exponent ψ satisfies exp(−tψ(·)1/2) ∈ L1(Rd; dx) for all t > 0
and can be written as

(1.7) ψ(ξ) = ψ(α)(ξ) + o(|ξ|α), |ξ| → 0,

for some α ∈ (0, 2]. Here, ψ(α)(ξ) is the characteristic exponent of a symmetric
non-degenerate α-stable process Z(α) (see (2.2) below) satisfying some kind of
summability condition for ψ(α)

∗ (ξ) := inft⩾1 t
αψ(α)(t−1ξ); see Subsection 2.1

for more details. More explicitly, it was shown in [17, Theorem 4.1] that (1.5)
still holds for symmetric Lévy processes above with λ(α)(B(0, 1)) defined via the
principal Dirichlet eigenvalue for the generator of the symmetric α-stable process
Z(α) with exponent ψ(α) given in (1.7). When the characteristic exponent of the
Lévy process Z further satisfies

ψ(ξ) = O(|ξ|α), |ξ| → 0,

and the shape function φ fulfills K := lim|x|→∞ φ(x)|x|d+β ∈ (0,∞) for some
0 < β < α (which is referred as the heavy tailed case), Ôkura proved in [16,
Theorem 6.3′] that

(1.8) lim
t→∞

logEQ[u
ω(t, x)]

td/(d+β)
= −ρwdΓ

(
β

d+ β

)
Kd/(d+β)

for symmetric Lévy processes satisfying (1.7). See Pastur [19] for the first result in
this direction when Z is Brownian motion. The reader can also be referred to [16,
Theorem 6.4′] and [18, Theorem 1 and Remarks] for the study in the critical case,
e.g., K := lim|x|→∞ φ(x)|x|d+α ∈ (0,∞); see the Appendix for related discus-
sion. In particular, according to all the conclusions above, the annealed asymptotics
of uω(t, x) is of order t−d/(d+β∧α) when φ(x) = K(1 ∧ |x|−d−β). However, in
the light tailed case, the right hand side of (1.5) for the annealed asymptotics of
uω(t, x) is independent of K and β, while in the heavy tailed case the right hand
side of (1.8) only depends on the constants K and β.
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Compared with the annealed asymptotics, the study of the quenched asymp-
totics of uω(t, x) is less developed. The first result for the quenched asymptotics of
uω(t, x) for Brownian motions moving in a Poissonian potential was established
by Sznitman [20, Theorem], who showed that when φ is compactly supported
(which in particular corresponds to the shape function φ(x) = K(1 ∧ |x|−d−β)
with β = ∞, and so belongs to the special light tailed case), Q-almost surely for
all x ∈ Rd we have

lim
t→∞

log uω(t, x)

t/(log t)2/d
= −

(
ρwd
d

)2/d

λBM(B(0, 1)),

where λBM(B(0, 1)) is the principal Dirichlet eigenvalue for the Laplacian on
B(0, 1). More recently, the quenched asymptotics of uω(t, x) for symmetric Lévy
processes satisfying (1.7) has been extensively studied in [11]; see [11, Table 1,
p. 165] for results concerning explicit Lévy processes.

Concerning Brownian motions in a heavy tailed Poissonian potential, for ex-
ample, φ(x) = 1 ∧ |x|−d−β with β ∈ (0, 2), it was shown in [9, Theorem 2] that
Q-almost surely for any x ∈ Rd,

lim
t→∞

log uω(t, x)

t/(log t)β/d
= − d

d+ β

(
β

d(d+ β)

)β/d(
ρwdΓ

(
β

d+ β

))(d+β)/d

,

where Γ(x) is the Gamma function. (In fact, the second order asymptotics of
uω(t, x) was also established in [9, Theorem 1.2].)

However, the quenched asymptotics of uω(t, x) for symmetric Lévy processes
in heavy tailed cases, as well as in light tailed cases when φ does not have compact
support, are still unknown. The goal of this paper is to fill these gaps. To state our
main contribution, in the following two results we restrict ourselves to the special
shape function φ(x) = 1 ∧ |x|−d−β with β ∈ (0,∞].

THEOREM 1.1. Let Z be a rotationally symmetric α-stable process on Rd with
α ∈ (0, 2). Then the following statements hold:

(i) If β ∈ (α,∞], then for all x ∈ Rd, Q-almost surely,

−(d+ α)α/(d+α)
[(

α

d

)d/(d+α)
+

(
d

α

)α/(d+α)]
A1

⩽ lim inf
t→∞

log uω(t, x)

td/(d+α)
⩽ lim sup

t→∞

log uω(t, x)

td/(d+α)
⩽ −α(α+ d/2)−d/(α+d)A1,

where

A1 =

(
ρwd
d

)α/(d+α)
[λ

(α)
1 (B(0, 1))]d/(d+α).
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(ii) If β ∈ (0, α), then for all x ∈ Rd, Q-almost surely,

−(d+ α)β/(d+β)
[(

β

d

)d/(d+β)
+

(
d

β

)β/(d+β)]
A2

⩽ lim inf
t→∞

log uω(t, x)

td/(d+β)
⩽ lim sup

t→∞

log uω(t, x)

td/(d+β)
⩽ −αβ/(d+β)A2,

where

A2 =

(
d

d+ β

) d/(β+d)( β

d(d+ β)

)β/(β+d)
Γ

(
β

d+ β

)
ρwd.

THEOREM 1.2. Suppose that the Lévy measure ν(dz) = ρ(|z|) dz satisfies

ρ(|z|) ≍ 1

|z|d+α
1{|z|⩽1} + e−c|z|

θ
1{|z|>1}

for some α ∈ (0, 2), θ ∈ (0,∞] and c > 0, where f ≍ g means that there is a
constant c0 ⩾ 1 such that c−10 g ⩽ f ⩽ c0g. Then the following statements hold:

(i) If β ∈ (2,∞], then for all x ∈ Rd, Q-almost surely,

lim
t→∞

log uω(t, x)

t/(log t)2/d
= −

(
ρwd(1 ∧ θ)

d

)2/d

λ
(2)
1 (B(0, 1)),

where λ(2)1 (B(0, 1)) is the first Dirichlet eigenvalue for the generator of the
killed Brownian motion when exiting the ball B(0, 1) and with the covariance
matrix (aij)1⩽i,j⩽d given by

aii =
∫

Rd\{0}
z2i ν(dz) =

∫
Rd\{0}

z2i ρ(|z|) dz, aij = 0, 1 ⩽ i ̸= j ⩽ d.

(ii) If β ∈ (0, 2), then for all x ∈ Rd, Q-almost surely,

lim
t→∞

log uω(t, x)

t/(log t)β/d
= − d

d+ β

(
β(1 ∧ θ)
d(d+ β)

)β/d[
ρwdΓ

(
β

d+ β

)](d+β)/d
.

Theorems 1.1 and 1.2 show that the quenched asymptotics of uω(t, x) for pure-
jump symmetric Lévy processes in Poissonian potentials depends not only on the
shape function φ in the potential, but also on the properties of the Lévy measure
(for large jumps) of the Lévy process Z. This dependence appears for the annealed
asymptotics of uω(t, x) as well, and it is much more evident in the quenched
asymptotics. For instance, considering the example with θ ∈ (0, 1) in Theorem
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1.2 which satisfies (1.7) with α = 2, in the light tailed case the precise value
of the annealed asymptotics of uω(t, x) is independent of θ by (1.6), but that of
the quenched asymptotics of uω(t, x) does depend on θ by Theorem 1.2(i). The
same occurs for the heavy tailed case. On the other hand, in both light tailed and
heavy tailed cases, for rotationally symmetric α-stable processes, by Theorem 1.1
the correct order of the quenched asymptotics of uω(t, x) is the same as that of
the annealed asymptotics; however, according to Theorem 1.2, this is not true for
symmetric Lévy processes with exponential decay for large jumps. Actually, in
the case of compactly supported shape functions one has different quenched and
annealed rates as long as the decay of the Lévy measure at infinity is faster than
polynomial; see [11, Section 1; in partciular, Table 1, p. 165] for more discussion
of this point.

Next, we briefly comment on our proofs for the quenched asymptotics of
uω(t, x) for pure-jump symmetric Lévy processes in general Poissonian potentials.

(i) As indicated by [11], because of the light tail of the potential, V ω(x) is
comparable to Ṽ ω(x) whose associated shape function is compactly supported.
This enables us to use the classical approach of [20, 11]; that is, when the shape
function has compact support, Q-almost surely there exists a large area where the
potential is zero and so the principal Dirichlet eigenvalue for the generator of the
process Z is naturally involved in the quenched asymptotics of uω(t, x). When
β = ∞ (this is just the case that the shape function φ has compact support),
Theorems 1.1(i) and 1.2(i) have been proven in [11]; see [11, Table 1, p. 165]
for more details. Based on this and the strategy of the approach mentioned above,
we believe that assertions of [11] should hold true for all light tailed cases.

(ii) In heavy tailed cases, the potential V ω(x) will play a dominating role in
the quenched asymptotics of uω(t, x). Similar to the Brownian motion case stud-
ied in [9], it is natural to expect that the main contribution of uω(t, x) defined by
(1.4) comes from the process Z which spends most of the time in the area where
V ω(x) takes small values. Motivated by this fact, we partly adopt the argument
in [9] to treat upper bounds of the principal Dirichlet eigenvalue for the random
Schrödinger operator associated with equation (1.1), which in turn yield explicit
quenched asymptotics of uω(t, x) in a general heavy tailed setting.

(iii) To consider quenched asymptotics for pure-jump symmetric Lévy pro-
cesses in both light tailed and heavy tailed potentials at the same time, we give
a unified approach which is inspired by [3] (which studied quenched asymptotics
for Brownian motions in renormalized Poissonian potentials) and based on recent
development on (Dirichlet) heat kernel estimates for symmetric jump processes.
We emphasize that the argument for lower bounds for the quenched asymptotics
of uω(t, x) here is different from that in [11]. In particular, the lower bound for the
quenched asymptotics of uω(t, x) in Theorem 1.1(i) for symmetric rotationally α-
stable process slightly improves that in [11]; see [11, Remark 5.1(4)]. We also note
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that for rotationally symmetric α-stable processes the associated liminf and limsup
constants do not coincide for the quenched asymptotics. The reason is partly due
to the polynomial decay of the distribution for exit times of rotationally symmetric
α-stable processes. The corresponding result in [11, Table 1, p. 165] has this kind
of gap between the upper and lower bounds too.

We further mention that our main results for quenched estimates of uω(t, x)
hold (see Theorems 3.1 and 3.2) for pure-jump symmetric Lévy processes in gen-
eral Poissonian potentials, so the results should apply to various examples dis-
cussed in [11, Section 5]. It is also possible to extend them to symmetric Lévy
processes with non-degenerate Gaussian part as in [11], and the details are left to
interested readers. Instead, to highlight the power of our approach, we will obtain
fairly general estimates of uω(t, x) for critical potentials (for example, φ(x) =
1 ∧ |x|−d−α with α being in (1.7)); see Theorems 5.1 and 5.2 in the Appendix.
Specifically, we can prove the following quenched estimates of uω(t, x) in the crit-
ical cases.

PROPOSITION 1.1.

(i) Let Z be a rotationally symmetric α-stable process on Rd with α ∈ (0, 2), and
φ(x) = 1 ∧ |x|−d−α. Then, Q-almost surely for all x ∈ Rd,

−∞ < lim inf
t→∞

log uω(t, x)

td/(d+α)
⩽ lim sup

t→∞

log uω(t, x)

td/(d+α)
< 0.

(ii) Let Z be a pure-jump rotationally symmetric Lévy process given in Theorem
1.2, and φ(x) = 1 ∧ |x|−d−2. Then, Q-almost surely for all x ∈ Rd,

−∞ < lim inf
t→∞

log uω(t, x)

t/(log t)2/d
⩽ lim sup

t→∞

log uω(t, x)

t/(log t)2/d
< 0.

The rest of the paper is arranged as follows. In Section 2, we give some prelim-
inaries and main assumptions. Section 3 is the main part, and it is split into three
subsections. In particular, after establishing quenched bounds for uω(t, x) and esti-
mates for the principal Dirichlet eigenvalue, we derive general quenched estimates
of uω(t, x). Section 4 is devoted to the proofs of Theorems 1.1 and 1.2. Finally, in
the Appendix we present quenched upper bounds for the principal Dirichlet eigen-
value in the heavy tailed case, and quenched estimates of uω(t, x) with critical
potentials.

2. PRELIMINARIES AND ASSUMPTIONS

2.1. Lévy processes. Let Z := (Zt,Px)t⩾0,x∈Rd be a pure-jump symmetric Lévy
process on Rd with characteristic exponent ψ given by (1.2). Throughout the paper,
we will assume the following two conditions hold for the exponent ψ:
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(i)

lim
|ξ|→∞

ψ(ξ)

log2 |ξ|
=∞;

(ii)

(2.1) ψ(ξ) = ψ(α)(ξ) + o(|ξ|α), |ξ| → 0,

for some α ∈ (0, 2], where

(2.2) ψ(α)(ξ) =


∞∫
0

∫
Sd−1

1−cos(r⟨ξ,z⟩)
r1+α µ(dz) dr, α ∈ (0, 2),∑

1⩽i,j⩽d aijξiξj , α = 2,

with µ being a symmetric finite measure on the unit sphere Sd−1
and (aij)1⩽i,j⩽d a symmetric non-negative definite matrix. Moreover,
inf |ξ|=1 ψ

(α)(ξ) > 0, and, for all δ, r > 0,∑
ξ∈rZd

exp(−δψ(α)
∗ (ξ)) <∞,

where ψ(α)
∗ (ξ) = inft⩾1 t

αψ(α)(t−1ξ).

It is clear that, under (i), e−tψ
1/2(·) ∈ L1(Rd; dx) for all t > 0. In particular,

e−tψ(·) ∈ L1(Rd; dx) for all t > 0, which implies that the process Z has the transi-
tion density function p(t, x−y) = p(t, x, y) with respect to the Lebesgue measure
such that p(t, 0) = supx∈Rd p(t, x) < ∞ for all t > 0; see [15, Theorem 1]. We
further suppose that p(t, x) > 0 for all t > 0 and x ∈ Rd. Note that the asymptotic
condition (2.1) on ψ(ξ) is essentially based on the property of the Lévy measure ν
on {z ∈ Rd : |z| > 1}. For example, according to [11, Proposition 5.2(i)], if ν has
finite second moment, i.e.,

∫
{|z|>1} |z|

2 ν(dz) < ∞, then (2.1) holds with α = 2

and aij = 1
2

∫
Rd\{0} zizj ν(dz).

In this paper, we always let D be a bounded domain (i.e., a connected open
subset) of Rd. Let ZD := (ZDt ,Px)t⩾0, x∈D be the subprocess of Z killed upon
exiting D. Then ZD has the transition density function

pD(t, x, y) = p(t, x, y)− Ex
(
p(t− τD, ZτD , y)1{τD⩽t}

)
, t > 0, x, y ∈ D,

where τD = inf {t > 0 : Zt /∈ D}. Denote by (PDt )t⩾0 the Dirichlet semigroup
associated with the processZD. SinceD is bounded and pD(t, x, y) ⩽ p(t, x, y) =
p(t, x−y) ⩽ p(t, 0) <∞ for all t > 0 and x, y ∈ D, the operatorsPDt are compact
and the spectrum of (−L)|D, the generator of the semigroup (PDt )t⩾0, is discrete:

0 < λ1(D) < λ2(D) ⩽ λ3(D) ⩽ · · · → ∞.

When Z is a symmetric α-stable process with α ∈ (0, 2], the eigenvalues will be
denoted by λ(α)i (D) for i ⩾ 1.
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2.2. Random potential. Consider the random potential V ω given by (1.3), which
can be written as

V ω(x) =
∑
i

φ(x− ωi), x ∈ Rd,

and the points {ωi} are from a realization of a homogeneous Poisson point process
in Rd with parameter ρ > 0. In this paper, we assume that the non-negative shape
function φ is continuous, and satisfies

(2.3)
∫
Rd

(eφ̄(x) − 1) dx <∞,

where φ̄(x) = supz∈B(x,1) φ(z). Then, following the proof of [9, Lemma 5], we
know that Q-almost surely there is r(ω) > 0 such that for all r ⩾ r(ω),

(2.4) sup
x∈B(0,r)

V ω(x) ⩽ 3d log r.

A typical example that satisfies (2.3) is the function φ(x) = K(1 ∧ |x|−d−θ) for
some positive constants K and θ. Indeed, if there are constants c0, θ > 0 such that

φ(x) ⩽
c0

(1 + |x|)d+θ
, x ∈ Rd,

then, according to [1, Lemma 2.1], we even find that Q-almost surely there is
r(ω) > 0 such that for all r ⩾ r(ω),

sup
x∈B(0,r)

V ω(x) ⩽ c

(
1 +

log r

log log r

)
,

where c > 0 is independent of r(ω) and r. In particular, (2.4) shows that Q-almost
surely, V ω belongs to the local Kato class relative to the process Z, i.e., Q-almost
surely,

lim
t→0

sup
x∈Rd

t∫
0

Ex(V ω(Zs)1{Zs∈B(0,R)}) ds = 0

for all R > 0.

2.3. Feynman–Kac semigroup. Since Q-almost surely V ω belongs to the local
Kato class relative to the process Z, we can well define the random Feynman–Kac
semigroups (T V

ω

t )t⩾0 and (T V
ω ,D

t )t⩾0 as follows:

T V
ω

t f(x)=Ex
[
f(Zt) exp

(
−

t∫
0

V ω(Zs) ds
)]
, f ∈L2(Rd; dx), t>0,

T V
ω ,D

t f(x)=Ex
[
f(Zt) exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
, f ∈L2(D; dx), t>0.
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Below, we will discuss some properties of (T V
ω

t )t⩾0 and (T V
ω ,D

t )t⩾0, which
are understood to hold Q-almost surely. First, in our setting both (T V

ω

t )t⩾0 and
(T V

ω ,D
t )t⩾0 admit strictly positive and bounded symmetric kernels pV

ω
(t, x, y)

and pV
ω ,D(t, x, y) with respect to the Lebesgue measure such that Q-almost surely,

pV
ω
(t, x, y) ⩽ p(t, x, y) = p(t, x− y), x, y ∈ Rd, t > 0,

and

pV
ω ,D(t, x, y) ⩽ pD(t, x, y) ⩽ p(t, x− y), x, y ∈ D, t > 0.

On the other hand, it is known that (T V
ω

t )t⩾0 can be generated by the random
non-local Schrödinger operator Hω := −L + V ω, where L is the infinitesimal
generator of the Lévy process Z. Hence, the semigroup (T V

ω ,D
t )t⩾0 corresponds

to the Schrödinger operator Hω with the Dirichlet conditions on Dc. In particular,
the operators T V

ω ,D
t are compact, so that Q-almost surely the spectrum of the

operator Hω with the Dirichlet conditions on Dc is discrete:

0 < λV
ω ,D

1 < λV
ω ,D

2 ⩽ λV
ω ,D

3 ⩽ · · · → ∞.

For simplicity, below we write λV
ω ,D

1 as λV ω ,D; it will play an important role in
our paper. Denote by ∥ · ∥L2(D;dx)→L2(D;dx) the operator norm from L2(D; dx) to
L2(D; dx). It then follows that Q-almost surely

(2.5) ∥T V
ω ,D

t ∥L2(D;dx)→L2(D;dx) = e−tλ
V ω,D
1 = e−tλV ω,D , t > 0,

which implies that Q-almost surely,

(2.6)
∫
D

Ex
[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
dx ⩽ |D|e−tλV ω,D , t > 0.

Furthermore, following [16, Section 2] we can construct the conditional process
of the Lévy process Z starting from x ∈ Rd and terminating in y ∈ Rd at time
t > 0, for all t, x, y. This conditional process is denoted by ((Zs)s∈[0,t],P

t,y
0,x) and

referred to as the (0, x; t, y)-pinned process of Z. In the literature, Pt,y0,x refers to the
bridge law of the pinned process; see [2] for more details. The fundamental relation
between the original Lévy process Z and the pinned process of ((Zs)s∈[0,t],P

t,y
0,x)

is the following (see [16, Theorem 2.2]):

(2.7) Pt,y0,x(A) = p(t, x, y)−1Ex(p(t− s, Zs, y)1A)
for each A ∈ σ{Zu : 0 ⩽ u ⩽ s} with 0 ⩽ s < t. According to [16, Propositions
4.2 and 4.3], Q-almost surely for any x ∈ D and t > 0,

(2.8) p(t, x, x)Et,x0,x
[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
= pV

ω ,D(t, x, x) =
∞∑
k=1

e−tλ
V ω,D
k eω,Dk (x)2,
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where {eω,Dk (x)}k⩾1 are the normalized eigenfunctions corresponding to
{λV

ω ,D
k }k⩾1 with ∥eω,Dk ∥L2(D;dx) = 1 for all k ⩾ 1. Indeed, pV

ω ,D(t, x, y) is
the fundamental solution to the Dirichlet boundary value problem for (1.1), i.e.,
for any fixed y ∈ D, pV

ω ,D(t, ·, y) is the solution to the equation

∂tu
ω(t, x) = Luω(t, x)− V ω(x)u(t, x), (t, x) ∈ (0,∞)×D,

with uω(0, ·) = δy(·) and uω(t, x) = 0 for all (t, x) ∈ (0,∞) × Dc. Then
the second equality in (2.8) is a direct consequence of the Fourier expansion for
pV

ω ,D(t, x, x); see [10, (2.31) in Section 2.3] or [3, last line of p. 1461] for related
discussion when L = ∆. Thanks to (2.8), Q-almost surely we have

(2.9) e−tλV ω,D ⩽
∫
D

p(t, x, x)Et,x0,x
[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
dx, t>0.

3. GENERAL BOUNDS FOR QUENCHED ASYMPTOTICS OF uω(t, x)

In this section, we establish general bounds for the quenched asymptotics of
uω(t, x). Let Z be a pure-jump symmetric Lévy process on Rd and V ω be the
random potential given by (1.3), both of which satisfy all the assumptions in the
previous section. For the index α ∈ (0, 2] given in (2.1), we will consider the
following two cases:

• Light tailed case (L): The shape function φ in the random potential V ω(x) sat-
isfies

lim
|x|→∞

φ(x)|x|d+α = 0.

• Heavy tailed case (H): The characteristic exponent ψ(ξ) of the process Z ful-
fills ψ(ξ) = O(|ξ|α) as |ξ| → 0, and there are constants β ∈ (0, α) and K > 0
such that, for the shape function φ in the random potential V ω(x),

(3.1) lim
|x|→∞

φ(x)|x|d+β = K.

The section is split into three parts. We first show quenched bounds for uω(t, x),
and then present estimates for the principal Dirichlet eigenvalue λV ω ,D. General
explicit results for quenched estimates of uω(t, x) are given in Subsection 3.3. For
simplicity, in the following we take x = 0 in the proof, and the arguments work
for all x ∈ Rd with small modifications.

3.1. Quenched bounds for uω(t, 0). Here, we derive some pointwise quenched
bounds for uω(t, 0). Some of the arguments below are motivated by those in [3,
Section 4].
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3.1.1. Upper bounds

PROPOSITION 3.1. For any bounded domainD with 0 ∈ D, 0 < δ < t,R > 0
and a > 1, and for Q-almost every ω ∈ Ω,

uω(t, 0) ⩽ P0(τD ⩽ t) + min
{
p(δ, 0)1/2|D|1/2 exp(−(t− δ/2)λV ω ,D),

p(δ, 0)1/a|D|1/a exp(−a−1(t− δ)λaV ω ,D)
}
.

Proof. We mainly follow the idea of [8, Lemma 2.1]. For any bounded domain
D with 0 ∈ D, t > 0, and Q-almost every ω ∈ Ω,

uω(t, 0) = E0

[
exp

(
−

t∫
0

V ω(Zs) ds
)]

⩽ E0

[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
+ P0(τD ⩽ t) =: I1 + I2.

Next, we will estimate I1 in two different ways.
First, we repeat the proof of [11, Lemma 3.1]: for any 0 < δ < t,

I1 = T V
ω ,D

t 1D(0) = T V
ω ,D

δ/2 T V
ω ,D

t−δ/21D(0)

= ⟨pV ω ,D(δ/2, 0, ·), T V
ω ,D

t−δ/21D⟩L2(D;dx)

⩽ ∥pV ω ,D(δ/2, 0, ·)∥L2(D;dx)∥T
V ω ,D
t−δ/21D∥L2(D;dx)

⩽ ∥p(δ/2, 0, ·)∥L2(Rd;dx)e
−(t−δ/2)λV ω,D∥1D∥L2(D;dx)

= p(δ, 0)1/2|D|1/2 exp(−(t− δ/2)λV ω ,D),

where in the first inequality we have used the Cauchy–Schwarz inequality and the
second inequality follows from (2.5).

Second, for any 0 < δ < t, by the Hölder inequality with a, b > 1 satisfying
1/a+ 1/b = 1,

I1 ⩽
(
E0

[
exp

(
−b

δ∫
0

V ω(Zs) ds
)])1/b(

E0

[
exp

(
−a

t∫
δ

V ω(Zs) ds
)
1{τD>t}

])1/a

⩽
(∫
D

pD(δ, 0, x)Ex
[
exp

(
−a

t−δ∫
0

V ω(Zs) ds
)
1{τD>t−δ}

]
dx

)1/a

⩽ p(δ, 0)1/a
(∫
D

Ex
[
exp

(
−a

t−δ∫
0

V ω(Zs) ds
)
1{τD>t−δ}

]
dx

)1/a

⩽ p(δ, 0)1/a|D|1/a exp(−a−1(t− δ)λaV ω ,D),

where in the last inequality we have used (2.6).
Therefore, the assertion follows from all the estimates above. ■
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REMARK 3.1. The proof above essentially shows that for any bounded do-
main D with 0 ∈ D, for any 0 < δ < t, a > 1, and for Q-almost every ω ∈ Ω,

E0

[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
⩽ I(D, t, V ω, δ, a),

where

I(D, t, V ω, δ, a) := min
{
p(δ, 0)1/2|D|1/2 exp(−(t− δ/2)λV ω ,D),

p(δ, 0)1/a|D|1/a exp(−a−1(t− δ)λaV ω ,D)
}
.

By this estimate, we can slightly improve Proposition 3.1 by local refinement. In-
deed, let {Dk}k⩾1 be a sequence of increasing bounded domains such that 0 ∈ Dk

for all k ⩾ 1 and
⋃
k⩾1Dk = Rd. Then, for any t > 0 and Q-almost every ω ∈ Ω,

uω(t, 0) ⩽ E0

[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD1

>t}

]
+
∞∑
k=1

E0

[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τDk

⩽t<τDk+1
}

]
=: J0 +

∞∑
k=1

Jk.

It is clear that J0 ⩽ I(D1, t, V
ω, δ, a). On the other hand, by the Hölder inequality,

for any k ⩾ 1 and ξ, η > 1 with 1/ξ + 1/η = 1,

Jk ⩽[P0(τDk
⩽ t < τDk+1

)]1/ξ
[
E0

(
exp

(
−η

t∫
0

V ω(Zs) ds
)
1{τDk+1

>t}

)]1/η
⩽ [P0(τDk

⩽ t < τDk+1
)]1/ξ[I(Dk+1, t, ηV

ω, δ, a)]1/η.

Therefore, Q-almost surely,

uω(t, 0) ⩽ I(D1, t, V
ω, δ, a)

+
∞∑
k=1

[P0(τDk
⩽ t < τDk+1

)]1/ξ[I(Dk+1, t, ηV
ω, δ, a)]1/η.

In particular, letting η →∞ (i.e., ξ → 1), the estimate above is reduced to Propo-
sition 3.1.

3.1.2. Lower bounds

LEMMA 3.1. For any bounded domain D ⊂ Rd, for any 0 < δ < t and
a, b > 1 with 1/a+ 1/b = 1, and for Q-almost every ω ∈ Ω,∫

D

Ex
[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
dx ⩾ p(δ, 0)−1p(t, 0)−ab

−1 |D|−2ab−1

× exp(−a(t+ δ)λa−1V ω ,D).
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Proof. We start from (2.9), i.e.,

e−tλV ω,D ⩽
∫
D

p(t, x, x)Et,x0,x
[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
dx, t > 0.

Replacing t and V ω by t+ δ and a−1V ω respectively in the inequality above, we
see by the Hölder inequality that for all a, b > 1 with 1/a+ 1/b = 1,

e−(t+δ)λa−1V ω,D

⩽
∫
D

p(t+ δ, x, x)Et+δ,x0,x

[
exp

(
−a−1

t+δ∫
0

V ω(Zs) ds
)
1{τD>t+δ}

]
dx

⩽
(∫
D

p(t+ δ, x, x)Et+δ,x0,x

[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t+δ}

]
dx

)1/a

×
(∫
D

p(t+ δ, x, x)Et+δ,y0,x

[
exp

(
− b
a

t+δ∫
t

V ω(Zs) ds

)
1{τD>t+δ}

]
dx

)1/b

=: I1 × I2.
On the one hand, by (2.7),

I1 ⩽
(∫
D

p(t+ δ, x, x)Et+δ,x0,x

[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
dx

)1/a

=
(∫
D

Ex
[
exp

(
−

t∫
0

V ω(Zs) ds
)
p(δ, x− Zt)1{τD>t}

]
dx

)1/a

⩽ p(δ, 0)1/a
(∫
D

Ex
[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
dx

)1/a
.

On the other hand, also due to (2.7) (see also [16, Theorem 2.2(iii)]),

I2 ⩽

(∫
D

Ex
[
exp

(
− b
a

t+δ∫
t

V ω(Zs) ds

)
1{τD>t+δ}

]
dx

)1/b

=

(∫
D

∫
D

pD(t, x, y)Ey
[
exp

(
− b
a

δ∫
0

V ω(Zs) ds

)
1{τD>δ}

]
dy dx

)1/b

⩽ p(t, 0)1/b|D|1/b
(∫
D

Ey
[
exp

(
− b
a

δ∫
0

V ω(Zs) ds

)
1{τD>δ}

]
dy

)1/b

⩽ p(t, 0)1/b|D|2/b.

Combining both estimates above, we find that Q-almost surely∫
D

Ex
[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
dt

⩾ p(δ, 0)−1p(t, 0)−a/b|D|−2a/b exp(−a(t+ δ)λa−1V ω ,D).

The proof is complete. ■
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PROPOSITION 3.2. For any bounded domain D ⊂ Rd with 0 ∈ D, for every
subdomain D1 ⊂ D, for all 0 < δ < t, a, b > 1 with 1/a + 1/b = 1 and for
Q-almost every ω ∈ Ω,

uω(t, 0) ⩾ E0

[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
⩾ p(δ, 0)−ap(t− δ, 0)−a2/b|D1|−2a

2/b

×
(
E0

[
exp

(
b

a

δ∫
0

V ω(Zs) ds

)
1{τD>δ}

])−a/b
×
(
inf
x∈D1

pD(δ, 0, x)
)a

exp(−a2tλa−2V ω ,D1
).

Proof. For 0 < δ < t, by the Hölder inequality, for any a, b > 1 with 1/a+1/b
= 1 we have

E0

[
exp

(
−a−1

t∫
δ

V ω(Zs) ds
)
1{τD>t}

]
⩽

(
E0

[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

])1/a

×
(
E0

[
exp

(
b

a

δ∫
0

V ω(Zs) ds

)
1{τD>δ}

])1/b

.

Note that, according to the Markov property,

E0

[
exp

(
−a−1

t∫
δ

V ω(Zs) ds
)
1{τD>t}

]
=
∫
D

pD(δ, 0, x)Ex
[
exp

(
−a−1

t−δ∫
0

V ω(Zs) ds
)
1{τD>t−δ}

]
dx

⩾
(
inf
x∈D1

pD(δ, 0, x)
) ∫
D1

Ex
[
exp

(
−a−1

t−δ∫
0

V ω(Zs) ds
)
1{τD1

>t−δ}

]
dx.

Hence,

E0

[
exp

(
−

t∫
0

V ω(Zs) ds
)
1{τD>t}

]
⩾

(
inf
x∈D1

pD(δ, 0, x)
)a(∫

D1

Ex
[
exp

(
−a−1

t−δ∫
0

V ω(Zs) ds
)
1{τD1

>t−δ}

]
dx

)a
×
(
E0

[
exp

(
b

a

δ∫
0

V ω(Zs) ds

)
1{τD>δ}

])−a/b
⩾

(
inf
x∈D1

pD(δ, 0, x)
)a
p(δ, 0)−ap(t− δ, 0)−a2b−1 |D1|−2a

2b−1

× exp(−a2tλa−2V ω ,D1
)

(
E0

[
exp

(
b

a

δ∫
0

V ω(Zs) ds

)
1{τD>δ}

])−a/b
,

where in the last inequality we have used Lemma 3.1. The proof is finished. ■
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3.2. Estimates for the principal Dirichlet eigenvalue. In order to apply Proposi-
tions 3.1 and 3.2 to obtain explicit quenched asymptotics for uω(t, 0), we need to
estimate the principal Dirichlet eigenvalue λV ω ,D.

It is known that the large time asymptotic behavior of solutions to (1.1) is
closely connected to the integrated density of states of the random Schrödinger
operator Hω = −L+ V ω, which is defined by

(3.2) N(λ) = lim
R→∞

1

(2R)d
EQ[♯{k ∈ N : λ

V ω ,B(0,R)
k ⩽ λ}]

with λV
ω ,B(0,R)

k being the kth smallest eigenvalue of Hω with the Dirichlet condi-
tions on B(0, R)c. See [16, Section 5] for the existence of the limit above. Indeed,
the existence of the limit in (3.2) was proved by using the spatial superadditivity
property of EQ[♯{k ∈ N : λ

V ω ,B(0,R)
k ⩽ λ}], and so it is in fact the supremum over

R > 0. Furthermore, it was observed that the Laplace transform of N(λ) shares
the large time behavior with the expectation of uω(t, x) given by (1.4) on (Ω,Q);
see [8] and references therein. Then, in this sense an appropriate Tauberian theo-
rem can be used to derive the information on the tail of N(λ) as λ → 0 from the
large time behavior of EQ[u

ω(t, x)]. Due to the corresponding Abelian theorem,
the converse is also true. We note that the study of N(λ) requires the use of the
associated pinned process rather than the symmetric Lévy process Z itself; see [16,
Sections 5 and 6].

3.2.1. Lower bounds of λV ω,B(0,R) for R large enough. To estimate lower bounds of
λV ω ,B(0,R), we now recall some known results about the integral density N(λ) of
states of the random Schrödinger operator Hω = −L+V ω defined by (3.2). It has
been proved in [16, Theorems 6.2 and 6.3] that

lim
λ→0

λd/(β∧α) logN(λ) = −k0,

where

(3.3) k0 :=

{
ρλ(α)(B(0, 1))d/α, case (L),
β
d+β

(
d

d+β

)d/β(
Γ
( β
d+β

)
ρwd

)(d+β)/β
Kd/β, case (H),

where
λ(α)(B(0, 1)) = inf

open U, |U |=wd

λ
(α)
1 (U),

wd is the volume of the unit ball B(0, 1), and λ(α)1 (U) is the principal Dirichlet
eigenvalue for the generator of the symmetric α-stable process on U with expo-
nent ψ(α)(ξ) given in (2.1). In particular, when this symmetric α-stable process is
isotropic, λ(α)(B(0, 1)) = w

α/d
d λ

(α)
1 (B(0, 1)). With this at hand, we can see from
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the arguments in [8, (2.3)–(2.6)] that for any ε ∈ (0, 1), Q-almost surely there is
Rε(ω) > 0 such that for every R ⩾ Rε(ω),

(3.4) λV ω ,B(0,R) ⩾ (1− ε)
(

k0
d logR

)(α∧β)/d
.

3.2.2. Upper bounds of λV ω,B(z,r) for r large enough with some z. The following
proposition is crucial for lower bounds of the quenched asymptotic of uω(t, 0).

PROPOSITION 3.3. The following two statements hold:

(i) In the light tailed case (L), for any κ > 1 and η, ς ∈ (0, 1), Q-almost
surely there exists rκ,η,ς(ω) > 0 such that for all r ⩾ rκ,η,ς(ω), there is
z := z(r, ω) ∈ Rd with |z| ⩽Mκ,η(r),

(3.5) λV ω ,B(z,r) ⩽ (1 + ς)λ
(α)
1 (B(0, 1))r−α,

where

Mκ,η(r) = r−κ exp

(
wdρ

d
((1 + 2η)r)d

)
,

and λ(α)1 (B(0, 1)) is the principal Dirichlet eigenvalue for the generator of the
symmetric α-stable process on B(0, 1) and with the exponent ψ(α)(ξ) given
in (2.1).

(ii) In the heavy tailed case (H), for any l > 1 large enough, κ > 1 and ς ∈ (0, 1),
Q-almost surely there exists rl,κ,ς(ω) > 0 such that for all r ⩾ rl,κ,ς(ω), there
is z := z(r, ω) ∈ Rd with |z| ⩽Mκ(r),

(3.6) λV ω ,B(z,lrβ/α) ⩽ (1 + ς)q1r
−β,

where Mκ(r) = r−κer
d

and

(3.7) q1 =
d

d+ β

(
β

d(d+ β)

)β/d[
ρwdΓ

(
β

d+ β

)](d+β)/d
K.

Proof. The proof of assertion (ii) is a little more delicate, and we postpone it
to the Appendix. Here we only give the proof of (i). Note that the argument for (i)
with some modifications works for the critical case; see Proposition 5.2. Fix κ > 1
and η ∈ (0, 1), and set Ir := ((2(1 + η)r)Zd) ∩ {z ∈ Rd : |z| ⩽ Mκ,η(r)} for
any r > 0. Define φ0(r) = sup|x|⩾r φ(x) for all r ⩾ 0 and φ0(x) = φ0(|x|) for
x ∈ Rd. It is clear that φ(x) ⩽ φ0(x) for all x ∈ Rd, and φ0(r) is a decreasing
function on [0,∞) such that

(3.8) lim
r→∞

φ0(r)r
d+α = 0.
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For any z ∈ Ir and ε ∈ (0, 1), define

Fr(z) = {the ball B(z, (1 + η)r) contains at least one Poisson point} ,

Gr(z) =
{

sup
y∈B(z,r)

∑
ωi /∈B(z,(1+η)r)

φ0(y − ωi) ⩾ εr−α
}
.

We will estimate Q(
⋂
z∈Ir(Fr(z) ∪Gr(z))).

Note that {Fr(z)}z∈Ir are i.i.d., and Q(Fr(0)) = 1 − e−wdρ((1+η)r)
d
. Hence,

there is r0(κ, η) > 0 such that for all r ⩾ r0(κ, η),

Q
( ⋂
z∈Ir

Fr(z)
)
⩽ (1− e−wdρ((1+η)r)

d
)
(
Mκ,η(r)

2(1+η)r
)d

⩽ exp

(
−e−wdρ((1+η)r)

d

(
Mκ,η(r)

2(1 + η)r

)d)
⩽ exp

(
−2−d(1 + η)−dr−d(1+κ)e−wdρ((1+η)r)

d
ewdρ((1+2η)r)d

)
⩽ exp(−rd),

where the first inequality follows from ♯Ir ⩾
[Mκ,η(r)
(1+η)r

]d
⩾

(Mκ,η(r)
2(1+η)r

)d for r ⩾ 1

large enough, and in the second inequality we have used the fact that 1− x ⩽ e−x

for all x > 0.
On the other hand, for y ∈ B(0, r) and ωi /∈ B(0, (1 + η)r), we find that

|y − ωi| ⩾ η|ωi|/(1 + η). By the fact that φ0(x) = φ0(|x|) and the decreasing
property of φ0(r),

sup
y∈B(0,r)

∑
ωi /∈B(0,(1+η)r)

φ0(y − ωi) ⩽
∑

ωi /∈B(0,(1+η)r)

φ0(η|ωi|/(1 + η)).

Hence,

Q
[
exp

(
1

φ0(ηr)
sup

y∈B(0,r)

∑
ωi /∈B(0,(1+η)r)

φ0(y − ωi)
)]

⩽ Q
[
exp

(
1

φ0(ηr)

∑
ωi /∈B(0,(1+η)r)

φ0(η|ωi|/(1 + η))

)]
= exp

(
ρ

∫
Rd\B(0,(1+η)r)

(eφ0(ηr)−1φ0(η|z|/(1+η)) − 1) dz
)

⩽ exp

(
eρ(1 + η)d

∫
Rd\B(0,r)

φ0(ηz)

φ0(ηr)
dz

)
,

where in the last inequality we have used the fact that ex−1 ⩽ ex for all x ∈ (0, 1].
By (3.8), for any ε ∈ (0, 1) there is a constant r1(η, ε) ⩾ r0(κ, η) such that for all
r ⩾ r1(η, ε),

(3.9) φ0(ηr) ⩽ ε2(ηr)−d−α
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and so

Q
[
exp

(
1

φ0(ηr)
sup

y∈B(0,r)

∑
ωi /∈B(0,(1+η)r)

φ0(y − ωi)
)]

⩽ exp

[
c1ε

2r−α

φ0(ηr)

]
,

where c1 := c1(η) > 0 depends on η but is independent of ε and r.
Below we let ε ∈ (0, 1∧ (1/(2c1)). Hence, according to the Markov inequality

and (3.9), for r large enough,

Q(Gr(0))

⩽ Q
[
exp

(
1

φ0(ηr)
sup

y∈B(0,r)

∑
ωi /∈B(0,(1+η)r)

φ0(y − ωi)
)

⩾ exp

(
εr−α

φ0(ηr)

)]
⩽ exp

[
c1ε

2r−α

φ0(ηr)
− εr−α

φ0(ηr)

]
⩽ exp

[
− εr−α

2φ0(ηr)

]
⩽ exp(−ηd+αrd/(2ε)).

Since {Gr(z)}z∈Ir have the same distribution (but are not independent of each
other), we find that for any 0<ε⩽ ε0 :=min {1, 1/(2c1), ηd+α/(4wdρ(1+2η)d)}
and r large enough,

Q
( ⋃
z∈Ir

Gr(z)
)
⩽2

(
Mκ,η(r)

(1 + η)r

)d
exp(−ηd+αrd/(2ε))

= 2(1 + η)−dr−(1+κ)d exp
(
wdρ(1 + 2η)drd − ηd+αrd/(2ε)

)
⩽2(1 + η)−dr−(1+κ)d exp

(
−ηd+αrd/(4ε)

)
.

Combining with both estimates above, we find that for any ε ∈ (0, ε0] and any r
large enough,

Q
( ⋂
z∈Ir

(Fr(z) ∪Gr(z)
)
⩽ Q

( ⋂
z∈Ir

Fr(z)
)
+Q

( ⋃
z∈Ir

Gr(z)
)

⩽ exp(−rd)+2(1+η)−dr−(1+κ)d exp(−ηd+αrd/(4ε))
⩽ c2 exp(−c3rd),

where c2, c3 > 0 (which depend on η, κ, ε). The Borel–Cantelli lemma implies that
Q-almost surely there exists rκ,η,ε(ω) > 0 such that for all r ⩾ rκ,η,ε(ω), there is
z := z(r, ω) ∈ Rd with |z| ⩽Mκ,η(r) such that both Fr(z) andGr(z) fail to hold.

Below, we fix this z for all r ⩾ rκ,η,ε(ω). Since Gr(z) fails to occur,

sup
y∈B(z,r)

∑
ωi /∈B(z,(1+η)r)

φ0(y − ωi) ⩽ εr−α,

and so, also thanks to φ(x) ⩽ φ0(x), λV ω ,B(z,r) ⩽ λṼ ω ,B(z,r) + εr−α, where

Ṽ ω(x) =
∑

ωi∈B(z,(1+η)r)

φ0(x− ωi).
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On the other hand, because Fr(z) does not happen, Ṽ ω(x) = 0 for all x ∈ Rd,
and so λṼ ω ,B(z,r) = λ1(B(z, r)). Therefore, for any ς ∈ (0, 1) and r ⩾ rκ,η,ε(ω)
large enough,

λV ω ,B(z,r) ⩽ λ1(B(z, r)) + εr−α = λ1(B(0, r)) + εr−α

⩽ (1 + ς/2)r−αλ
(α)
1 (B(0, 1)) + εr−α,

where in the last inequality we have used Lemma 3.2 below. The proof is completed
by taking ε ⩽ min {ε0, ςλ(α)1 (B(0, 1))/2}. ■

The following was proved in [11, Proposition 5.1].

LEMMA 3.2. Let Z be a symmetric Lévy process satisfying (1.7), and λ1(D) be
the principal Dirichlet eigenvalue for the generator of the process Z on D. Then,
for any fixed ς > 0, there is r0 := r0(ς) > 0 such that for all r ⩾ r0,

λ1(B(0, r)) ⩽ (1 + ς)r−αλ
(α)
1 (B(0, 1)),

where λ(α)1 (B(0, 1)) is the principal Dirichlet eigenvalue for the generator of the
symmetric α-stable process Z(α) on B(0, 1) with characteristic exponent ψ(α)(ξ)
given in (2.1).

REMARK 3.2. Below we will consider a−2V ω with a > 1 instead of V ω. Here,
we record the following conclusions for the potential a−2V ω, which immediately
follow from the proof of Proposition 3.3.

(i) In the light tailed case (L), for any a > 1, (3.5) holds for λa−2V ω ,B(z,r) in place
of λV ω ,B(z,r) with some κ > 1 and η, ς ∈ (0, 1) (independent of a) and for all
r ⩾ rκ,η,ς,a(ω) (which depends on a).

(ii) In the heavy tailed case (H), for any a > 1, (3.6) holds for λa−2V ω ,B(z,r) in
place of λV ω ,B(z,r) with κ, l > 1 and ς ∈ (0, 1) (all of which are independent
of a),

q∗1 = a−2q1 =
d

d+ β

(
β

d(d+ β)

)β/d[
ρwdΓ

(
β

d+ β

)](d+β)/d
a−2K

(in place of q1), and for all r ⩾ rl,κ,ς,a(ω) (which depends on a).

3.3. Quenched estimates of uω(t, 0)

THEOREM 3.1. Let ϕ be an increasing function on [1,∞) with ϕ(1) ⩾ 1. For
any t, R ⩾ 1 with R ⩾ ϕ(t), set

(3.10) Φ(t, R) := P0(τB(0,R) ⩽ t).

Let k0 be the constant defined in (3.3). Then the following statements hold:
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(i) In the light tailed case (L), for any ε > 0 there is a constantC(ε) > 0 such that
Q-almost surely there exists a random variable Rε(ω) ⩾ 1 with the property
that for any R ⩾ max {Rε(ω), ϕ(t)} and t ⩾ 1,

uω(t, 0) ⩽ Φ(t, R) + C(ε)Rd/2 exp

(
−t(1− 2ε)

(
k0

d logR

)α/d)
.

(ii) In the heavy tailed case (H), for any ε > 0 and a > 1 there is a con-
stant C(ε, a) > 0 such that Q-almost surely there exists a random variable
Rε,a(ω) ⩾ 1 with the property that for any R ⩾ max {Rε,a(ω), ϕ(t)} and
t ⩾ 1,

uω(t, 0) ⩽ Φ(t, R) + C(ε, a)Rd/a exp

(
−t(1− 2ε)

(
k0

d logR

)β/d)
.

Proof. It is clear that Φ(v1, v2) is a non-negative function defined on [1,∞)2

such that v1 7→ Φ(v1, v2) is increasing for fixed v2 and v2 7→ Φ(v1, v2) is decreas-
ing for fixed v1.

We first consider the light tailed case. According to Proposition 3.1 with δ small
enough and (3.4), for any ε > 0, Q-almost surely there is Rε(ω) ⩾ 1 such that for
any t ⩾ 1 and R ⩾ max {Rε(ω), ϕ(t)},

uω(t, 0) ⩽ Φ(t, R) + C1(ε)R
d/2 exp

(
−t(1− 2ε)

(
k0

d logR

)α/d)
.

In the heavy tailed case, we note that, from the argument for (3.4), for all
ε ∈ (0, 1) and a > 1, Q-almost surely there is Rε,a(ω) ⩾ 1 such that for every
R ⩾ Rε,a(ω),

a−1λaV ω ,B(0,R) ⩾ (1− ε)
(

k0
d logR

)β/d
,

where the right hand side is independent of a. With this, we can obtain the desired
assertion by following the arguments in the light tailed case. ■

THEOREM 3.2. Assume that for any δ ∈ (0, 1/2) and r ⩾ 1,

(3.11) inf
z∈B(0,r)

pB(0,2r)(δ, 0, z) ⩾ Ψδ(r),

where Ψδ is a non-negative decreasing function on [1,∞). Then the following
statements hold:

(i) In the light tailed case (L), for any δ ∈ (0, 1/2), κ, a > 1, η, ς ∈ (0, 1),
Q-almost surely there is Rκ,a,η,ς(ω) ⩾ 1 such that for any R ⩾ Rκ,a,η,ς(ω)
and t ⩾ 1,

uω(t, 0) ⩾ C(κ, δ, η, a)Mκ,η(R)
−4δd[Ψδ(2Mκ,η(R))]

a

× exp
(
−a2(1 + ς)λ

(α)
1 (B(0, 1))tR−α

)
,
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where

Mκ,η(R) = R−κ exp

(
wdρ

d
((1 + 2η)R)d

)
,

and λ(α)1 (B(0, 1)) is the principal Dirichlet eigenvalue for the generator of
the symmetric α-stable process Z(α) on B(0, 1) with characteristic exponent
ψ(α)(ξ) given in (2.1).

(ii) In the heavy tailed case (H), for any δ ∈ (0, 1/2), κ > 1 large enough, a > 1
and ς ∈ (0, 1), Q-almost surely there is Rκ,a,ς(ω) ⩾ 1 such that for any
R ⩾ Rκ,a,ς(ω) and t ⩾ 1,

uω(t, 0) ⩾ C(κ, δ, ς, a)Mκ(R)
−4δd[Ψδ(2Mκ(R))]

a exp(−(1 + ς)q1tR
−β),

where Mκ(R) = R−κ exp(Rd) and q1 is given by (3.7).

Proof. We only prove assertion (i), since (ii) can be verified similarly by apply-
ing Proposition 3.3(ii) and Remark 3.2(ii) instead of Proposition 3.3(i) and Remark
3.2(i), respectively.

For any a, κ > 1 and η, ς ∈ (0, 1), let D = B(0, 2Mκ,η(r)) and D1 =
B(z, (1 + η)r) for r ⩾ rκ,η,ς,a(ω), where rκ,η,ς,a(ω), Mκ,η(r) and z := z(r, ω)
are given in Proposition 3.3(i) and Remark 3.2(i). Since |z| ⩽ Mκ,η(r), we have
D1 ⊂ D for r large enough. Then, according to Propositions 3.2 and 3.3(i) as well
as Remark 3.2(i), for any δ ∈ (0, 1/2), t ⩾ 1 and r large enough,

uω(t, 0) ⩾ p(δ, 0)ap(t− δ, 0)−a2/b(wd((1 + η)r)d)−2a
2/b

× exp(−3dδ log(2Mκ,η(r)))[Ψδ(2Mκ,η(r))]
a

× exp
(
−a2(1 + ς)tr−αλ

(α)
1 (B(0, 1))

)
⩾ C1(δ, η, a)r

−2a2d/bMκ,η(r)
−3δd[Ψδ(2Mκ,η(r))]

a

× exp
(
−a2(1 + ς)tr−αλ

(α)
1 (B(0, 1))

)
⩾ C2(κ, δ, η, a)Mκ,η(r)

−4δd[Ψδ(2Mκ,η(r))]
a

× exp
(
−a2(1 + ς)tr−αλ

(α)
1 (B(0, 1))

)
,

where in the first inequality b > 1 is such that 1/a + 1/b = 1 and we have used
(2.4) and (3.11), and the second inequality follows from the fact that for all t ⩾ 1
and δ ∈ (0, 1/2), p(t− δ, 0) ⩽ p(δ, 0), since t 7→ p(t, 0) is decreasing. The proof
is finished. ■

4. PROOFS OF THEOREMS 1.1 AND 1.2

In this section, we will present the proofs of Theorems 1.1 and 1.2. Note that, both
symmetric Lévy processes in Theorems 1.1 and 1.2 are rotationally invariant and
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satisfy the assumptions of Subsection 2.1. Moreover, the shape function φ(x) =
1 ∧ |x|−d−β with β ∈ (0,∞] fulfills the assumptions of Subsection 2.2 as well.

4.1. Rotationally symmetric α-stable processes

Proof of Theorem 1.1. For a rotationally symmetric α-stable process Z with
α ∈ (0, 2), we have ψ(ξ) = c0|ξ|α for some c0 > 0, and so (1.7) holds with
ψ(α)(ξ) = ψ(ξ). Thus, for the shape function φ(x) = 1∧|x|−d−β with β ∈ (0,∞],
the light tailed case (resp. the heavy tailed case) corresponds to β > α (resp.
β ∈ (0, α)). Furthermore, it is well known that, for rotationally symmetric α-
stable process Z, (3.10) holds with Φ(t, r) ⩽ C∗tr−α and ϕ(t) = t1/α, and (3.11)
holds with

Ψδ(r) ⩾
C∗δ

rd+α
;

see [4, 6].
(i) We first consider β > α, which is referred to as the light tailed case. Ac-

cording to Theorem 3.1(i), for any ε > 0, Q-almost surely there isRε(ω) ⩾ 1 such
that for any t ⩾ 1 and R ⩾ max {Rε(ω), t1/α},

uω(t, 0) ⩽
C1t

Rα
+ C2(ε)R

d/2 exp

(
−t(1− 2ε)

(
k0

d logR

)α/d)
,

where C2(ε) > 0 is a constant independent of R and t, and where k0 =

ρwd[λ
(α)
1 (B(0, 1))]d/α with λ(α)1 (B(0, 1)) being the principal Dirichlet eigenvalue

for the fractional Laplacian on B(0, 1). Letting

R = exp

(
(1− 2ε)d/(α+d)(α+ d/2)−d/(α+d)

(
k0
d

)α/(d+α)
td/(d+α)

)
for t large enough, we arrive at the desired upper bound by letting ε→ 0.

On the other hand, by Theorem 3.2(i), for any κ, a > 1, δ ∈ (0, 1/2) and η, ς ∈
(0, 1), Q-almost surely there is Rκ,a,η,ς(ω) ⩾ 1 such that for any R ⩾ Rκ,a,η,ς(ω)
and t ⩾ 1,

uω(t, 0) ⩾ CR(4δd+(d+α)a)κ exp(−ARd −BtR−α),

where

A =
wdρ

d
(1 + 2η)d[a(d+ α) + 4δd], B = a2(1 + ς)λ

(α)
1 (B(0, 1))

and C > 0 is a constant independent of t and R. Letting

R =

(
αB

dA

)1/(d+α)

t1/(d+α)

for t large enough, we prove the lower bound by taking δ, η, ς → 0 and a→ 1.
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(ii) For the heavy tailed case (i.e., β ∈ (0, α)), it follows from Theorem 3.1(ii)
that for all a > 1 and ε ∈ (0, 1), Q-almost surely there is Ra,ε(ω) ⩾ 1 such that
for any t ⩾ 1 and R ⩾ max {Ra,ε(ω), t1/α},

uω(t, 0) ⩽
C1t

Rα
+ C2(a, ε)R

d/a exp

(
−t(1− 2ε)

(
k0

d logR

)β/d)
,

where k0 is given by (3.3) in case (H). Then, choosing

R = exp

(
(1− 2ε)d/(β+d)(α+ d/a)−d/(β+d)

(
k0
d

)β/(d+β)
td/(d+β)

)
for t large enough, we arrive at the upper bound by letting ε→ 0 and a→∞.

Due to Theorem 3.2(ii), for any κ, a > 1, δ ∈ (0, 1/2) and ς ∈ (0, 1), Q-almost
surely there is Rκ,a,ς(ω) ⩾ 1 such that for any R ⩾ Rκ,a,ς(ω) and t ⩾ 1,

uω(t, 0) ⩾ CR(4δd+(d+α)a)κ exp(−ARd −BtR−β),

where
A = a(d+ α) + 4δd, B = (1 + ς)q1.

Letting

R =

(
βB

dA

)1/(d+β)

t1/(d+β)

for t large enough, we prove the lower bound by taking ς, δ → 0 and a→ 1. ■

REMARK 4.1. (i) We used two different ways to estimate I1 in the proof of
Proposition 3.1, which yield two different quenched upper bounds for uω(t, 0) in
Theorem 3.1. For the proof of Theorem 1.1, if we follow the argument for the
light tailed case (i.e., β ∈ (α,∞]) when dealing with the heavy tailed case (i.e.,
β ∈ (0, α)), we can only deduce that when β ∈ (0, α), for all x ∈ Rd, Q-almost
surely,

lim sup
t→∞

log uω(t, x)

td/(d+β)
⩽ − α

(α+ d/2)d/(d+β)
A2,

which is weaker than the desired assertion for the upper bound in Theorem 1.1(ii).
(ii) As mentioned in Section 1, the rate functions for the quenched and an-

nealed asymptotics of uω(t, x) for rotationally symmetric α-stable processes are
the same. However, we cannot infer that the associated liminf and limsup con-
stants agree for the quenched asymptotics. The reason why our argument cannot
yield precise results is that both estimates (3.10) and (3.11) are of the polynomial
form for symmetric α-stable processes. The corresponding result in [11, Table 1,
p. 165] has also this kind of gap between the upper and lower bounds.
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4.2. Rotationally symmetric processes with large jumps of exponential decay

Proof of Theorem 1.2. For a rotationally symmetric pure jump Lévy process Z
with Lévy measure ν given in Theorem 1.2, by [11, Proposition 5.2(i)], (2.2) holds
with α = 2 and (aij)1⩽i,j⩽d defined by

aii =
∫

Rd\{0}
z2i ν(dz) =

∫
Rd\{0}

z2i ρ(|z|) dz, aij = 0, 1 ⩽ i ̸= j ⩽ d.

Thus, for the shape function φ(x) = 1∧ |x|−d−β with β ∈ (0,∞], the light tailed
case (resp. the heavy tailed case) corresponds to β > 2 (resp. β ∈ (0, 2)).

Furthermore, according to [5, Theorems 1.2 and 1.4], for any t ⩾ 1 and x ∈ Rd
with |x| ⩾ 2t1/((2−θ)∨1), the transition density function p(t, x) of the process X
satisfies

p(t, x) ⩽ c1 exp

(
−c2|x|θ∧1

(
log
|x|
t

)(θ−1)+/θ)
.

This along with Lemma 4.1 below implies (3.10) holds with Φ(t, r) ⩽
c3 exp(−c4rθ∧1) and ϕ(t) = 2t. On the other hand, by [13, Theorem 1.1], we
know that (3.11) holds with

Ψδ(r) ⩾ c5 exp(−c6rθ∧1(log r)(θ−1)
+/θ).

For brevity, we only deal with the light tailed case (i.e., β ∈ (2,∞)), since
the heavy tailed case can be treated similarly. First, by Theorem 3.1(i), for any
ε > 0, Q-almost surely there is Rε(ω) ⩾ 1 so that for any t ⩾ 1 and R ⩾
max {Rε(ω), 2t},

uω(t, 0) ⩽ c3 exp(−c4Rθ∧1) + C1(ε)R
d/2 exp

(
−t(1− 2ε)

(
k0

d logR

)2/d)
,

where C1(ε) > 0 is a constant independent of R and t, and where k0 =

ρwd[λ
(2)
1 (B(0, 1))]d/2 with λ(2)1 (B(0, 1)) being the principal Dirichlet eigenvalue

for the generator of a Brownian motion killed upon exiting B(0, 1) and with the
covariance matrix (aij)1⩽i,j⩽d above. Letting R = Ct1/(1∧θ) for large C and t, we
prove the desired upper bound by taking ε→ 0.

On the other hand, according to Theorem 3.2(i), for any κ, a > 1 and η, ς ∈
(0, 1), Q-almost surely there is Rκ,a,η,ς(ω) ⩾ 1 such that for any R ⩾ Rκ,a,η,ς(ω)
and t ⩾ 1,

uω(t, 0) ⩾ C2 exp
(
−C3(Mκ,η(R))

a(θ∧1)(logMκ,η(R))
(θ−1)+/θ)

× exp
(
−a2(1 + ς)λ

(2)
1 (B(0, 1))tR−2

)
⩾ C4 exp

[
−C5R

−κa(θ∧1)+d(θ−1)+/θ exp

(
a(θ ∧ 1)wdρ

d
((1+2η)R)d

)]
× exp

(
−a2(1 + ς)λ

(2)
1 (B(0, 1))tR−2

)
.
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Choosing κ large enough and

R =
1

1 + 2η

(
d

a(1 ∧ θ)wdρ

)1/d

(log t)1/d

for t large enough, we prove the lower bound by taking η, ς → 0 and a→ 1. ■

LEMMA 4.1. For any Lévy process Z and all t, R > 0,

P0(τB(0,R) ⩽ t) ⩽ 2 sup
s∈[t,2t]

P0(|Zs| ⩾ R/2).

Proof. For any t, R > 0,

P0(τB(0,R) ⩽ t) = P0

(
sup
s∈(0,t]

|Zs| ⩾ R
)

= P0

(
sup
s∈(0,t]

|Zs| ⩾ R, |Z2t| ⩾ R/2
)
+ P0

(
sup
s∈(0,t]

|Zs| ⩾ R, |Z2t| ⩽ R/2
)

⩽ P0(|Z2t| ⩾ R/2) + E0

(
1{τB(0,R)⩽t}PZτB(0,R)

(|Z2t − ZτB(0,R)
| ⩾ R/2)

)
⩽ 2 sup

s∈[t,2t]
P0(|Zs| ⩾ R/2).

The proof is complete. ■

5. APPENDIX

5.1. Proof of Proposition 3.3(ii). The statement mainly follows from the arguments
in [9, Section 4.1]. Note that since [9] studied second order asymptotics for Brow-
nian motions in a heavy tailed Poissonian potential, the proof there is much more
demanding. In particular, the argument in [9, Section 4.1] only works for part of
heavy tailed potentials (i.e., for the shape function φ(x) = 1 ∧ |x|−(d+β) with
β ∈ (0, 2) and d + β ⩾ 2). In our setting, we can prove Proposition 3.3(ii) for
all heavy tailed potentials, because only the first order asymptotics for the first
Dirichlet eigenvalue is considered.

To highlight the differences from the argument in [9, Section 4.1], we rewrite
Proposition 3.3(ii) as follows, where the notations are those of [9].

PROPOSITION 5.1. In the heavy tailed case (H), for M > 1 large enough, any
κ > 1 and ε > 0, Q-almost surely there exists tM,κ,ε(ω) > 0 such that, for all
t ⩾ tM,κ,ε(ω) there is z := z(t, ω) ∈ Rd such that |z| ⩽ t(log t)−κ and

λB(z,M(log t)β/(dα)) ⩽ (1 + ε)λ(t),

where λ(t) = q1(log t)
−β/d, and q1 is given by (3.7).

In the heavy tailed case, by the continuity of φ and (3.1), for any θ > 0, there
exists a constant C(θ) > 0 such that for all x ∈ Rd,

φ(x) ⩽ φ0(x) := (K + θ)(C(θ) ∧ |x|−d−β).
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Thus, to consider upper bounds for the first Dirichlet eigenvalue corresponding
to the shape function φ, it suffices to study the eigenvalue associated with φ0. For
simplicity, in the proof below we just take

φ0(x) := 1 ∧ |x|−d−β, x ∈ Rd,

since the argument goes through for φ0(x) = (K + θ)(C(θ)∧ |x|−d−β), and then
the desired assertion follows by taking θ small enough.

LetN > 1/d, andM > 1 large enough. Define ΛN (t) = [−(log t)N , (log t)N ]
and BM (t) = B(0,M(log t)β/(dα)). First, we have

LEMMA 5.1. For any ε > 0, there is a constant c(ε) > 0 such that for all t
large enough,

Q
(

sup
y∈BM (t)

sup
ωi /∈ΛN (t)

|y − ωi|−d−β > ε(log t)−β/d
)

⩽ exp(−c(ε)(log t)dN+β(N−1/d)).

Proof. For t large enough, and for ωi /∈ ΛN (t) and y ∈ BM (t), as N > 1/d
and β ∈ (0, α), we have |ωi − y| ⩾ |ωi|/2, and so

sup
y∈BM (t)

∑
ωi /∈ΛN (t)

|y − ωi|−d−β ⩽ 2d+β
∑

ωi /∈ΛN (t)

|ωi|−d−β.

Note that, since {ωi} are from a realization of a homogeneous Poisson point pro-
cess on Rd with parameter ρ, for t large enough we have

EQ exp
{
(log t)(d+β)N

∑
ωi /∈ΛN (t)

|ωi|−d−β
}

= exp
(
ρ

∫
Rd\ΛN (t)

(e(log t)
(d+β)N |z|−(d+β) − 1) dz

)
⩽ exp

(
ρe

∫
Rd\ΛN (t)

(log t)(d+β)N |z|−(d+β) dz
)
⩽ exp(c1(log t)

dN ),

where in the first inequality we have used the fact that ex−1 ⩽ ex for all x ∈ (0, 1].
Therefore, by the Markov inequality, for t large enough,

Q
(

sup
y∈BM (t)

sup
ωi /∈ΛN (t)

|y − ωi|−d−β > ε(log t)−β/d
)

⩽ Q
( ∑
ωi /∈ΛN (t)

|ωi|−d−β ⩾ 2−d−βε(log t)−β/d
)

⩽ exp
(
c1(log t)

dN − ε2−d−β(log t)(d+β)N−β/d
)

⩽ exp(−c2(log t)dN+β(N−1/d)),

where in the last inequality we have used the fact that N > 1/d. The proof is
complete. ■
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For any t > 0, define

H(t) = logEQ[exp(−tV ω(0))], ρ0(t) =

(
(d+ β)t

da1

)−(d+β)/β
,

where

a1 = ρwdΓ

(
β

d+ β

)
.

In particular,

ρ0(λ(t)) =

(
a1β

d(d+ β)

)−(d+β)/d
(log t)(d+β)/d

and

(5.1) H(ρ0(λ(t))) + λ(t)ρ0(λ(t)) = −d log t+ o(1), t→∞,

where in the latter equality we have used the fact that

H(t) = −a1td/(d+β) +O(e−t), t→∞;

see [9, Lemma 1]. Next, we introduce a transformed measure defined by

Q̃t(dω) = [e−H(ρ0(λ(t)))−ρ0(λ(t))V ω(0)]Q(dω), t > 0.

Then it follows from [9, Lemma 7(1)] that (ω, Q̃t) is a Poisson point process on Rd
with intensity ρe−ρ0(λ(t))φ0(z) dz. Furthermore, we have

LEMMA 5.2. As t→∞, uniformly for all x ∈ BM (t),

EQ̃t
[V ω(x)] = λ(t) + o((log t)−β/d).

Proof. For any x ∈ BM (t),

EQ̃t
[V ω(x)] = ρ

∫
Rd

φ0(x− z)e−ρ0(λ(t))φ0(z) dz

= ρ
∫

B2M (t)

φ0(x− z)e−ρ0(λ(t))φ0(z) dz

+ ρ
∫

Rd\B2M (t)

φ0(x− z)e−ρ0(λ(t))φ0(z) dz.

It is easy to see that for t large enough,

(5.2) ρ sup
x∈BM (t)

∫
B2M (t)

φ0(x− z)e−ρ0(λ(t))φ0(z) dz

⩽ ρ
∫

B2M (t)

e−ρ0(λ(t))φ0(z) dz ⩽ c1 exp(−c2(log t)(d+β)(α−β)/(dα)),

where c1, c2 > 0 are independent of t (but depend on M ). Thus, for x ∈ BM (t)
and for t large enough,
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EQ̃t
[V ω(x)] ⩽ ρ

∫
Rd\B2M (t)

|x− z|−d−βe−ρ0(λ(t))|z|−d−β
dz

+ c1 exp(−c2(log t)(d+β)(α−β)/(dα)).

On the other hand, we can check that

ρ
∫

B2M (t)

|z|−d−βe−ρ0(λ(t))|z|−d−β
dz ⩽ c3 exp(−c4(log t)(d+β)(α−β)/(dα)).

Then, for t > 0 large enough,

EQ̃t
[V ω(0)]

= ρ
∫
Rd

|z|−d−βe−ρ0(λ(t))|z|−d−β
dz + c5 exp(−c6(log t)(d+β)(α−β)/(dα))

= λ(t) +O
(
exp(−c(log t)(d+β)(α−β)/(dα))

)
for some constant c > 0.

Next, for any x ∈ BM (t) and t large enough, by the fact that φ0(z) =
1 ∧ |z|−(d+β) and the mean value theorem,

|EQ̃t
(V ω(x)− V ω(0))|

⩽ ρ
∫

Rd\B2M (t)

|φ0(x− z)− φ0(z)|e−ρ0(λ(t))φ0(z) dz

+O
(
exp(−c(log t)(d+β)(α−β)/(dα))

)
⩽ c7(log t)

β/(dα)
∫

Rd\B2M (t)

|z|−d−β−1e−c8(log t)(d+β)/d|z|−d−β
dz

+O
(
exp(−c(log t)(d+β)(α−β)/(dα))

)
⩽ c9(log t)

−β/d−(1−β/α)/d,

thanks to β ∈ (0, α) again. This proves the desired assertion. ■

Now, we are back to the probability estimate for V ω(x) under the probability
measure Q.

LEMMA 5.3. There is a constant δ ∈ (0, 1/2) such that for any ε,M > 0 there
exists tδ,ε,M > 0 such that for all t ⩾ tδ,ε,M ,

Q
(

sup
x∈BM (t)

|V ω(x)− λ(t)| ⩽ ε(log t)−β/d
)
⩾ c(δ, ε,M)t−d exp((log t)δ).

Proof. For any given ε > 0, by Lemma 5.2, for t large enough,

sup
x∈BM (t)

|EQ̃t
(V ω(x)− V ω(0))| ⩽ ε

4
(log t)−β/d.
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For any γ ∈ (1/2, 1), we further define

E1 =
{
V ω(0)− λ(t) ∈

[
(log t)−β/d−γ ,

ε

4
(log t)−β/d

]}
,

E2 =

{
sup

x∈BM (t)
|V ω(x)− V ω(0)− EQ̃t

(V ω(x)− V ω(0))| ⩾ ε

2
(log t)−β/d

}
.

Then, for t large enough,

E1 ∩ Ec2 ⊂
{

sup
x∈BM (t)

|V ω(x)− λ(t)| ⩽ ε(log t)−β/d
}
.

Hence,

(5.3) Q
(

sup
x∈BM (t)

|V ω(x)− λ(t)| ⩽ ε(log t)−β/d
)

⩾ eH(ρ0(λ(t)))EQ̃t
(eρ0(λ(t))V

ω(0)1E1\E2
)

⩾ exp
(
H(ρ0(λ(t))) + ρ0(λ(t))(λ(t) + (log t)−β/d−γ)

)
Q̃t(E1 \ E2)

⩾ exp
(
−d log t+ ρ0(λ(t))(log t)

−β/d−γ + o(1)
)
(Q̃t(E1)− Q̃t(E2))

⩾ c1t
−d exp(c2(log t)

1−γ)(Q̃t(E1)− Q̃t(E2)),

where in the third inequality we have used (5.1).
As shown in [9, Lemma 7(iii)],

(log t)(d+2β)/(2d)(V ω(0)− λ(t))

under Q̃t converges in law to a non-degenerate Gaussian random variable as
t→∞. Then

Q̃t(E1) = Q̃t

(
(log t)(d+2β)/(2d)(V ω(0)− λ(t)) ∈

[
(log t)1/2−γ ,

ε

4
(log t)1/2

])
is bounded from below by a positive constant for t large enough, thanks to γ ∈
(1/2, 1).

On the other hand, defining

µ̄ωt (dz) := µω(dz)− ρe−ρ0(λ(t))φ0(z) dz,

we write

V ω(x)− V ω(0)− EQ̃t
(V ω(x)− V ω(0))

=
∫
Rd

(φ0(x− z)− φ0(−z))µ̄ωt (dz)

=
∫

B2M(t)

(φ0(x− z)− φ0(−z))µ̄ωt (dz)

+
∫

Rd\B2M(t)

(φ0(x− z)− φ0(−z))µ̄ωt (dz).
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Note that, by the fact that φ0(x) = 1 ∧ |x|−d−β ,

sup
x∈BM (t)

∣∣∣ ∫
B2M(t)

(φ0(x− z)− φ0(−z)) µ̄ωt (dz)
∣∣∣

⩽ sup
x∈BM (t)

∫
B2M(t)

|φ0(x− z)− φ0(−z)|µω(dz)

+ ρ sup
x∈BM (t)

∫
B2M(t)

|φ0(x− z)− φ0(−z)|e−ρ0(λ(t))φ0(z) dz

⩽
∫

B2M(t)

µ̄ωt (dz) + 2ρ
∫

B2M(t)

e−ρ0(λ(t))φ0(z) dz.

Hence, according to the second inequality in (5.2), for t large enough,

Q̃t

(
sup

x∈BM (t)

∣∣∣ ∫
B2M(t)

(φ0(x− z)− φ0(−z))µ̄ωt (dz)
∣∣∣ ⩾ ε

4
(log t)−β/d

)
⩽ Q̃t

( ∫
B2M(t)

µ̄ωt (dz) ⩾
ε

8
(log t)−β/d

)
⩽

[
ε

8
(log t)−β/d

]−2
EQ̃t

[ ∫
B2M(t)

µ̄ωt (dz)
]2

=

[
ε

8
(log t)−β/d

]−2
ρ

∫
B2M(t)

e−ρ0(λ(t))φ0(z) dz

⩽ c3 exp(−c4(log t)(d+β)(α−β)/(dα)),
where in the second inequality we have used the Markov inequality, and the equal-
ity above follows from the fact that the Q̃t-mean of

∫
B2M(t)

µ̄ωt (dz) is zero.
Furthermore, according to the mean value theorem, for t large enough,

sup
x∈BM (t)

∣∣∣ ∫
Rd\B2M(t)

(φ0(x− z)− φ0(−z))µ̄ωt (dz)
∣∣∣

= sup
x∈BM (t)

∣∣∣∣ ∫
Rd\B2M(t)

1∫
0

d

dθ
φ0(θx− z) dθ µ̄ωt (dz)

∣∣∣∣
⩽

∫
Rd\B2M(t)

sup
x∈BM (t), θ∈(0,1)

∣∣∣∣ ddθφ0(θx− z)
∣∣∣∣µωt (dz)

+ ρ
∫

Rd\B2M(t)

sup
x∈BM (t), θ∈(0,1)

∣∣∣∣ ddθφ0(θx− z)
∣∣∣∣e−ρ0(λ(t))φ0(z) dz

=
∫

Rd\B2M(t)

sup
x∈BM (t), θ∈(0,1)

∣∣∣∣ ddθφ0(θx− z)
∣∣∣∣ µ̄ωt (dz)

+ 2ρ
∫

Rd\B2M(t)

sup
x∈BM (t), θ∈(0,1)

∣∣∣∣ ddθφ0(θx− z)
∣∣∣∣e−ρ0(λ(t))φ0(z) dz
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⩽ c5(log t)
β/(dα)

∫
Rd\B2M(t)

|z|−d−β−1 µ̄ωt (dz)

+ c5(log t)
β/(dα)

∫
Rd\B2M(t)

|z|−d−β−1e−ρ0(λ(t))φ0(z) dz.

Note that

(log t)β/(dα)
∫

Rd\B2M(t)

|z|−d−β−1e−ρ0(λ(t))φ0(z) dz ⩽ c6(log t)
−β/d−(1−β/α)/d

for t large enough, and that the Q̃t-mean of
∫
Rd\B2M(t)

|z|−d−β−1 µ̄ωt (dz) is zero

and its variance is bounded above by c7(log t)
−(d+2β+2)/d. Hence, for t large

enough, by the Markov inequality,

Q̃t

(
sup

x∈BM (t)

∣∣∣ ∫
Rd\B2M(t)

(φ0(x− z)− φ0(−z))µ̄ωt (dz)
∣∣∣ ⩾ ε

4
(log t)−β/d

)

⩽ Q̃t

(
c5(log t)

β/(dα)
∫

Rd\B2M(t)

|z|−d−β−1 µ̄ωt (dz) ⩾
ε

8
(log t)−β/d

)
⩽ c8(log t)

2(β+β/α)/d EQ̃t

[ ∫
Rd\B2M(t)

|z|−d−β−1 µ̄ωt (dz)
]2

⩽ c9(log t)
−1−2(1−β/α)/d.

Combining all the estimates above, we find that Q̃t(E2) tends to zero as t→∞,
and so Q̃t(E1)−Q̃t(E2) is bounded below by a positive constant for t large enough.
This along with (5.3) yields the desired assertion. ■

Proof of Proposition 5.1. Fix κ > 1, and set It := ((2(log t)N )Zd)∩{z ∈ Rd :
|z| ⩽ t(log t)−κ} for any t > 0. For any z ∈ It and ε > 0, define

Fr(z) =

{
sup

x∈z+BM (t)
|Ṽ ω(x)− λ(t)| ⩾ ε

2
(log t)−β/d

}
,

Gr(z) =

{
sup

x∈z+BM (t)

∑
ωi /∈z+ΛN (t)

|z − ωi|−d−β ⩾
ε

4
(log t)−β/d

}
,

where
Ṽ ω(x) =

∑
ωi∈z+ΛN (t)

|x− ωi|−d−β.

We will estimate Q(
⋂
z∈It(Ft(z) ∪Gt(z))).

Note that {Gt(z)}z∈It have the same distribution such that for any z ∈ It and t
large enough,

Q(Gt(z)) = Q(Gt(0)) ⩽ exp(−c1(ε)(log t)dN+β(N−1/d)),
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thanks to Lemma 5.1. On the other hand, {Ft(z)}z∈It are i.i.d., and, according to
Lemmas 5.3 and 5.1, for any z ∈ It and t large enough,

Q(Ft(z)) = Q(Ft(0)) ⩽ Q(Ft(0) \Gt(0)) +Q(Gt(0))

= Q
(

sup
x∈BM (t)

|V ω(x)− λ(t)| ⩾ ε

4
(log t)−β/d

)
+Q(Gt(0))

⩽ 1− c2(ε)t−d exp((log t)δ) + exp(−c1(ε)(log t)dN+β(N−1/d))

⩽ 1− c3(ε)t−d exp((log t)δ).

Hence,

Q
( ⋂
z∈It

(Ft(z) ∪Gt(z))
)
⩽ Q

( ⋂
z∈It

Ft(z)
)
+Q

( ⋃
z∈It

Gt(z)
)

⩽ [1− c3(ε)t−d exp((log t)δ)]c4t
d(log t)−(κ+N)d

+ exp(−c5(ε)(log t)dN+β(N−1/d))

⩽ exp
(
−c6(ε) exp((log t)δ)(log t)−(κ+N)d

)
+ exp(−c5(ε)(log t)dN+β(N−1/d))

⩽ exp(−c7(ε)(log t)dN+β(N−1/d)),

where in the third inequality we have used the fact that 1− x ⩽ e−x for all x > 0.
The Borel–Cantelli lemma implies that Q-almost surely for all t large enough there
exists z := z(t, ω) ∈ It for which both Ft(z) and Gt(z) fail to happen.

Below, we will fix such a z ∈ It for all t large enough. Then

λV ω ,B(z,BM (t)) ⩽ λ1(B(z,BM (t))) + sup
x∈B(z,BM (t))

V ω(x)

⩽ λ1(B(0, BM (t))) + sup
x∈B(z,BM (t))

Ṽ ω(x)

+ sup
x∈B(z,BM (t))

∑
ωi /∈z+ΛN (t)

|z − ωi|−d−β

⩽ 2M−α(log t)−β/dλ
(α)
1 (B(0, 1)) + λ(t) +

3ε

4
(log t)−β/d,

where in the last inequality we have used Lemma 3.2. Letting ε small enough and
M large enough in the inequality above, we obtain the desired assertion. ■

5.2. Quenched estimates of uω(t, 0): critical case. In this part, we will briefly show
that the arguments of Theorems 3.1 and 3.2 with some modifications still work for
the following

• Critical case (C): The characteristic exponent ψ(ξ) of the pure-jump symmetric
Lévy process Z fulfills ψ(ξ) = O(|ξ|α) as |ξ| → 0, and the shape function φ in
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the random potential V ω(x) satisfies

(5.4) 0 < lim inf
|x|→∞

φ(x)|x|d+α ⩽ lim sup
|x|→∞

φ(x)|x|d+α <∞.

In the critical case, it was shown in [16, Theorem 6.4] that the integrated density
N(λ) of states of the random Schrödinger operator H defined by (3.2) satisfies

−∞ < lim inf
λ→0

λd/α logN(λ) ⩽ lim sup
λ→0

λd/α logN(λ) < 0.

Then, according to the arguments in Subsection 3.2.1 and the proof of Theo-
rem 3.1, we have

THEOREM 5.1. In the critical case (C), there is a constant k0 > 0 such that
for any ε > 0 there is C(ε) > 0 such that Q-almost surely there exists a random
variable Rε(ω) ⩾ 1 with the property that for any R ⩾ max {Rε(ω), ϕ(t)} and
t ⩾ 1,

uω(t, 0) ⩽ Φ(t, R) + C(ε)Rd/2 exp

(
−t(1− 2ε)

(
k0

d logR

)α/d)
,

where Φ(t, R) and ϕ are given in Theorem 3.1.

When Z is a symmetric α-stable process with exponent ψ(α)(ξ) given in (2.2)
for some α ∈ (0, 2], and K := lim|x|→∞ φ(x)|x|d+α ∈ (0,∞), Ôkura proved the
precise annealed asymptotics of uω(t, x) in [18, Theorem and Remark ii]: for all
x ∈ Rd,

lim
t→∞

logEQ[u
ω(t, x)]

td/(d+α)
= −C(ρ,K),

where

C(ρ,K) = inf
f∈L2(Rd;dx)∩Bc(Rd): ∥f∥

L2(Rd;dx)=1
{D(f, f) +Wρ(f

2)}

withBc(Rd) being the set of measurable functions with compact support,D(f, f)
being the Dirichlet form associated with the symmetric α-stable process Z, and

Wρ(f
2) = ρ

∫
Rd

[
1− exp

(
−K

∫
Rd

f(z)2

|x− z|d+α
dz

)]
dx.

Then, by the Tauberian theorem of exponential type (see [12, Theorem 3]), we
have

lim
λ→0

λd/α logN(λ) = −k0 := −
α

d+ α

(
d

d+ α

)d/α
C(ρ,K).

So, in this case we have a precise expression for the constant k0 in Theorem 5.1.
For quenched lower bounds of uω(t, x), we have the following statement.
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THEOREM 5.2. In the critical case (C), assume that (3.11) holds. Then there
is a constant C0 > 0 such that for any δ ∈ (0, 1/2), κ, a > 1 and η, ς ∈ (0, 1),
Q-almost surely there is Rκ,a,η,ς(ω) ⩾ 1 such that for any R ⩾ Rκ,a,η,ς(ω) and
t ⩾ 1,

uω(t, 0) ⩾ C(κ, δ, η, a)Mκ,η(R)
−4δd[Ψδ(2Mκ,η(R))]

a exp(−a2(1+ ς)C0tR
−α),

where

(5.5) Mκ,η(R) = R−κ exp

(
wdρ

d
((1 + 2η)R)d

)
.

To prove Theorem 5.2, we need the following proposition, which is analogous
to Proposition 3.3.

PROPOSITION 5.2. In the critical case (C), for any κ > 1 and η, ς ∈ (0, 1),
Q-almost surely there exists rκ,η,ς(ω) > 0 such that for all r ⩾ rκ,η,ς(ω), there is
z := z(r, ω) ∈ Rd with |z| ⩽Mκ,η(r),

λV ω ,B(z,r) ⩽
(
(1 + ς)λ

(α)
1 (B(0, 1)) + C1(η)

)
r−α,

where Mκ,η(r) is defined by (5.5), C1(η) is a positive constant depending on
η only, and λ(α)1 (B(0, 1)) is the principal Dirichlet eigenvalue for the generator
of the symmetric α-stable process Z(α) on B(0, 1) with characteristic exponent
ψ(α)(ξ) given in (2.1).

Proof. We use some notations from the proof of Proposition 3.3(i). For any
κ > 1 and η ∈ (0, 1), let Ir := ((2(1 + η)r)Zd) ∩ {z ∈ Rd : |z| ⩽ Mκ,η(r)} for
any r > 0. Define φ0(x) = φ0(|x|) for any x ∈ Rd, where φ0(r) = sup|x|⩾r φ(x)
for r ∈ [0,∞). It is clear that φ(x) ⩽ φ0(x), and φ0(r) is a decreasing function
on [0,∞) that there are constants c1, c2 > 0 such that for r large enough,

(5.6) c1r
−d−α ⩽ φ0(r) ⩽ c2r

−d−α,

thanks to (5.4).
Now, for any z ∈ Ir, define Fr(z) as in the proof of Proposition 3.3(i), and

Gr(z) =
{

sup
y∈B(z,r)

∑
ωi /∈B(z,(1+η)r)

φ0(y − ωi) ⩾ C∗r
−α

}
for some constant C∗ > 0 to be chosen later. As shown in the proof of Proposition
3.3(i), for r > 1 large enough, Q(

⋂
z∈Ir Fr(z)) ⩽ exp(−rd/2).



354 Z.-H. Chen and J. Wang

On the other hand, by the decreasing property of φ0(r) and (5.6), for all r large
enough,

Q
[
exp

(
1

φ0(ηr)
sup

y∈B(0,r)

∑
ωi /∈B(0,(1+η)r)

φ0(y − ωi)
)]

⩽ Q
[
exp

(
1

φ0(ηr)

∑
ωi /∈B(0,(1+η)r)

φ0(η|ωi|/(1 + η))

)]
= exp

(
ρ

∫
Rd\B(0,(1+η)r)

(eφ0(ηr)−1φ0(η|z|/(1+η)) − 1) dz
)

⩽ exp

(
eρ(1 + η)d

∫
Rd\B(0,r)

φ0(η|z|)
φ0(ηr)

dz

)
⩽ exp(c3r

d),

where c3 := c3(η) is independent of r. This along with the Markov inequality and
(5.6) implies that for r large enough,

Q(Gr(0))

⩽ Q
[
exp

(
1

φ0(ηr)
sup

y∈B(0,r)

∑
ωi /∈B(0,(1+η)r)

φ0(y − ωi)
)

⩾ exp

(
C∗r
−α

φ0(ηr)

)]
⩽ exp(c3r

d − C∗c−12 ηdrd).

Since {Gr(z)}z∈Ir have the same distribution (but are not independent of each
other), we find that

Q
( ⋃
z∈Ir

Gr(z)
)
⩽ 2

(
Mκ,η(r)

(1 + η)r

)d
exp(c3r

d − C∗c−12 ηdrd)

= 2(1 + η)−dr−(κ+1)d exp[(ρwd(1 + 2η)d + c3 − C∗c−12 ηd)rd].

Now, we take C∗ = 2c2η
−d(ρwd(1 + 2η)d + c3), and so

Q
( ⋃
z∈Ir

Gr(z)
)
⩽ 2(1 + η)−dr−(κ+1)d exp

(
− 1

2c2
C∗η

drd
)
.

Therefore, for all r large enough,

Q
( ⋂
z∈Ir

(Fr(z) ∪Gr(z)
)

⩽ Q
( ⋂
z∈Ir

Fr(z)
)
+Q

( ⋃
z∈Ir

Gr(z)
)

⩽ exp(−rd/2) + 2(1 + η)−dr−(κ+1)d exp

(
− 1

2c2
C∗η

drd
)
.

Hence, in view of the Borel–Cantelli lemma, Q-almost surely there exists z :=
z(r, ω) ∈ Rd such that |z| ⩽Mκ,η(r), and both Fr(z) and Gr(z) fail to hold.
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With this at hand, one can follow the proof of Proposition 3.3(i) to get the
desired assertion. ■

According to Proposition 5.2, one can repeat the argument for Theorem 3.2 to
prove Theorem 5.2. Furthermore, as an application of Theorems 5.1 and 5.2, we
also can obtain Proposition 1.1. The details are omitted.
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