PROBABILITY
AND
MATHEMATICAL STATISTICS
Vol. 43, Fasc. 1 (2023), pp. 41-61
Published online 5.9.2023
doi:10.37190/0208-4147.00106

MOMENT INEQUALITIES FOR NONNEGATIVE RANDOM VARIABLES
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Abstract. We give reciprocal versions of the Sclove et al. and Feller in-
equalities for moments of nonnegative random variables. Our results apply
to any nonnegative random variable. The strongest assumption is that the
moments involved must be finite. Thus, the results obtained also hold for
any empirical distribution with nonnegative data. These facts allow poten-
tial applications in numerical analysis, probability, and statistical inference,
among other disciplines. Moreover, the proposed methodology offers an al-
ternative approach to obtain new inequalities and even to improve some
known inequalities. For instance, we give new inequalities for the ratio of
gamma functions. In this context, we also improve an inequality by Bus-
toz and Ismail and some cases of inequalities due to Gurland and Dragomir
et al. Additionally, we present a new inequality for finite sums of nonneg-
ative or nonpositive numbers. For some cases, this relation improves even
the Cauchy—Bunyakovsky—Schwarz inequality.
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1. INTRODUCTION

The moments of a probability distribution determine many population properties.
Therefore, identities and inequalities for moments are a topic of scientific interest.
The purpose of this paper is to provide new moment inequalities for nonnegative
random variables. The potential applications span disciplines such as numerical
analysis, probability, statistical inference, longevity, survival, insurance, reliability,
and queuing theory.

For a nonnegative random variable X, the Sclove et al. inequality [38} (5)] is

EX"HMEX'<KSEX"EX®, 0<r<s-—1L
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42 N. Castafieda-Leyva et al.

A generalization of this inequality follows from Olkin and Shepp [32]:
(1.1) EX"TEXSKEX"EX® r>0,0<a<s—r
On the other hand, the inequality from Feller [11} (V.8.10)] states
(1.2) (EX*?<KEX*T*EX*™ 0<a<s.

For extensions of both inequalities, see Yeh et al. [41, Theorem 2.2(C3)]. We prove
in Proposition [2.1] that inequality (I.2)) follows from (I.I]). Both inequalities apply
to any nonnegative random variable such that the moments involved are finite.
In particular, these inequalities apply to absolutely continuous, discrete, or mixed
random variables. They also apply empirically:

(1.3) grte ps—a L gt a8,
(1.4) (z5) < xsta gs—a,
Here nz™ = Z?:l x;, where x1, ..., 2, > 0is arandom sample of size n > 1 of

a certain target distribution.

Inequalities (I.3) and (I.4)) are useful to obtain existence and uniqueness condi-
tions for parameter estimates based on numerical methods that optimize a utility or
loss function, such as maximum likelihood or least squares. For instance, in Rock-
ette et al. [36, Lemma 1], an inequality equivalent to gives conditions for
existence and uniqueness of maximum likelihood estimates for a three-parameter
Weibull distribution.

There are other moment inequalities for specific families of absolutely contin-
uous distributions that, in contrast to (I.1)—(1.2)), do not immediately extend to the
discrete case or even to the corresponding empirical case. For example, Ahmad
[2, Theorem 2.1] obtained inequalities with scaled moments E X" /r!; for r > 0,
where the nonnegative random variable X belongs to the class of absolutely con-
tinuous distributions with increasing failure rate (IFR). This is a family of aging
distributions in which the target population suffers degradation or wear over time.
However, such moment inequalities do not immediately extend to the analogous
discrete case; see Hu et al. [[L6, Theorem 3.3]. In particular, the coefficient of vari-
ation of an IFR random variable X is less than or equal to 1: E X? < 2(E X)2.
However, this inequality is not necessarily satisfied for the analogous IFR discrete
family; see Kemp [20, Section 3.7]. Additionally, the corresponding empirical dis-
tribution presents challenges in the same sense. On the other hand, specific empiri-
cal moment inequalities are required to obtain existence and uniqueness parameter
estimates. See, for instance, Panjer [33, Theorem 2.2.2], who characterizes the so-
lution of the maximum likelihood estimator from the left-truncated extreme value
distribution. See also (5) and its explanation in Dominguez-Molina et al. [8]], for
the moment method estimate for the generalized Gaussian distribution.
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In this work, inequalities for moments of nonnegative random variables are
obtained. Our methodology offers a wide family of moment inequalities for
nonnegative random variables, where the strongest assumption is that the moments
involved must be finite. As a consequence, the results obtained can be applied
to any empirical distribution with nonnegative data. Our main contributions are
the reciprocal versions of the inequalities of Sclove et al. (I.I) and of Feller
(I.2). As a corollary, new inequalities are obtained for the ratio of gamma
functions. Moreover, we improve the Bustoz and Ismail inequality [4, (4.4)].
For some cases, we also improve the inequalities of Gurland [14, (1)] and of
Dragomir et al. [9} (3.16)].

The second section presents the main results of this work. Before giving the
reciprocal versions of inequalities (I.1)—(1.2), we state a lemma with the Feller
alternative expectation formula [11, Lemma V.6.1], and the Hoeffding alternative
covariance formula [15] (5.6)] and [26, Section 4.]. Also, new extensions for the
discrete case are presented. Next, as a corollary, new inequalities for the ratio of
gamma functions are obtained. We additionally extend (I.1J), together with the cor-
responding reciprocal inequality, to moments of power and analytic functions of
nonnegative random variables.

In the third section, a new inequality for finite sums of nonnegative or non-
positive numbers is shown. In some cases, this result improves the Cauchy—Bun-
yakovsky—Schwarz inequality.

2. POPULATION MOMENTS

In this section, we present our main contributions. In Proposition [2.1| we give the
reciprocal inequalities to those of Sclove et al. (I.1]) and of Feller (I.2)). The utility
of the proposed methodology for creating inequalities is represented by Corollaries
see also Remark [2.1] In particular, we give new inequalities for the ratio
of gamma functions and improve a Bustoz and Ismail inequality. The Gurland and
Dragomir et al. inequalities are also improved in some cases. In Corollary [2.3] we
conclude with a generalization of inequalities of Sclove et al.; the result involves
power and analytic functions of nonnegative random variables.

Let (X, Y) be a vector of nonnegative random variables, with marginal survival
functions S(z) = P(X > x), S(y) = P(Y > y), and joint survival function
S(z,y) = P(X >z,Y >y),forz,y > 0.

If X and Y are discrete random variables, with respective possible values
{x;}i>0 and {y; } j>0, define the auxiliary discrete survival functions

@1 $(ws) = P(X € {mip, wiga,. }) = flf«cu),
u=i+

$(u) = POY € {yjerpan- D = O Swn).
v=7+1
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(2.2) S(xi ;) = P(X € {@i1, Tig2, .- 5, Y € {yj1, Ujr2, - })
o0 o0
S>> flwuyyy) fori,j=0,1,2,...,
u=t+1v=75+1

where f(z;), f(y;), and f(z;,y;) denote the respective probability functions for
X,Y,and (X,Y). By convention, xg = yo = 0. If zero is not a possible value (has
zero probability), consider it as a dummy value; see [31]. The decreasing sequence
(2.1) determines the distribution of the random variable X, since f(z;) = P(X =
;) = S(x;_1)—S(x;). Similarly, (Z2) determines the joint distribution of (X,Y).
In particular, if the possible values for X and Y are increasing, then S(x;), S(y;),
and S (xi,y;) are the classical discrete survival functions.

LEMMA 2.1. Let (X,Y) be a vector of nonnegative random variables and
r,s > 0, such that EX" EY?® E[X"Y*] < co. Then:

(1) The following identities hold:
(2.3) EX"=r f 2" 1S (z) dz,
0

24  C(X"Y") = 2y S (2, y) — S(x)S(y)] dy da.

g
o8

(2) Moreover, if X and 'Y are discrete random variables, with possible values
eventually monotonic, then

o0

(2.5) EX" = ;)[x;;l — 275 (x3),

(2.6) C(X",Y®) Zo Z wlyy — a})lyse — yilIS (i, yy) — S()S(y;))-
1=0j=

(3) In particular, if the possible values for X and Y are increasing: 0 = xg <
1 <xa < ---and0=yg <y <y <--- respectively, then

(o]

2.7) EX" = ;)WH — z;]5(@i),

(2.8) C(X",Y®) ZOZ i1 — ZilWie — YIS (i, y5) — S(2i)S(y5)]-
=0

The Feller alternative expectation formula (2.3)) is deduced in [11, Lemma
V.6.1]. The alternative covariance formula (2.4) is obtained in [26) Section 4], and
it is a generalization of the Hoeffding covariance formula [15} (5.6)]:

CX,Y) = | JI5(z,y) — S(x)S(y)] dy dz.

o8
o3
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See also [39, (2.4)], [7, Theorem 1], and [25 Corollary 2.7(e) and Theorem 3.1].
Both (2.3)—(2.4) apply to general nonnegative random variables whenever the mo-
ments involved are finite.

Formulas (2.3)—(2.6)) are innovations for the discrete case. In turn, these formu-
las imply (2.7)—(2.8). Formula 2.5 generalizes (2.7), since, unlike [6, (3)], [31}
Theorem 2 and Corollary 1], and [12, proof of Theorem 1], we do not assume or-
dered possible values for the random variable X. For the deduction of via
(2.3), follow [12| proof of Theorem 1] with g(z) = z". Similarly, the covariance
formula for the discrete case extends (2.8)); see [23, Theorem 1] and [31}
(3.17)].

Proof of Lemma[2.1] (1) Formula (2.3) is deduced in [11, Lemma V.6.1] by in-
tegration by parts and the Fubini theorem. With similar technique, is obtained
in [26] Section 4]; it is also a consequence of [25, Theorem 3.1] with f(z) = ="
and g(y) = y°.

(2) As in the proof of (1), the underlying idea is the careful use of the Fubini
theorem. For 7 = 1,2, ..., note that

_ i—1 i—1
(2.9) Z ol —ah) = 2}(%‘%1 — )t - ZO(HCEH — )"
j=0 J= J=

The terms of the two sums on the right-hand side are nonnegative. By the eventual
monotonicity of {x;};>0, one of these sums has at most n positive terms, for some
n > 0and all ¢ > 1. Then the Fubini theorem can be applied:

o] oo ri—1 i—1
EX" = Z%ﬂ? NICHEDY [Z whg — ) - Zo(xgﬂ —fg)f}f(«’ﬂi)
1= : : 1=
= 3 (] Tjy1 — 95; i f(z3) i J+1 - x;)_ i J ()
j=0 3=0 i=j+1

> (2 — ;>+s<xj>_§<m )" $()

I
Mg

.
Il
o
.
Il
o

I
Mg

(41 — 25)S ().

<.
I
=)

Similar to (2.9), fori,j = 1,2, ..., we have

i—1 j—1
By = 3 @ — 7)Y (Wi — )
u=0 v=0
i—1 i—1
= [Z @ =) = X (@ — 2]
u=0 u=0

Jj=1 j=1

| Wi =) = L Wi — )]

v=0 v=0
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z u+1 (yv+1 Z u+1 (yv+1 yi)_

2 Z
~-1j— —-1j— B
Z Z Ty = T) (Yor1 — Z 2 Tot1 = 20) " (Yor1 — Ua) -
The terms of the four double sums on the right-hand side are nonnegative. By the
eventual monotonicity of {x;};>0 and {y;},>0, three of these four sums have at

most n positive terms, for some n > 0 and all ¢, j > 1. Then the Fubini theorem
can be applied:

BIXY?] = 3 3 oy (@)

[
™
g
g
M
:H

£

Vo — volf (i, y5)
= 2 2 [ — aullsn — wlf (@i )
= 3 Sl — alllies — 918w, ).

Thus

C(X",Y®) = E[XTYS} —EX"EY*

= ZZ Ti — 2 ) (Y — y;)g(ﬂ%yj)
=0 j=0
- Z(x;,-l -z y]+1 S(yj)
i=0 ]:0
2% Z z+1 ?JJH ?J;)[S(fvi,yj) - S(%)S(yj)]
i=0j=

(3) This part is a particular case of (2), where the sqrvival functions are the
respective auxiliary ones: S(x;) = S(z;), S(y;) = S(y;), and S(zi,y;) =
S(l‘i,yj). | |

Now, we describe two examples that illustrate the potential of Lemma 2).

e Contrary to (2.7), formula (2.5)) applies for possible values that eventually de-
crease. The following example is due to the anonymous reviewer. Consider zg = 0,
r1 = 8, z9 = 2, 3 = 4 with probability 1/8, whereas f(z;) = f(1/2!73) =
1/21=2 for i > 4. Then

23

1_
6 12

S 0+8+2+14 1 1
EX = Zl'zf(xz): 3

e 7
) =TT g e T g
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and
ot . 7 6 5 74 X 1 1 1
igo(l‘i+1 — xz)S(acl) = 8§ — 6§ + 2§ — 58 + Z <21+1 3 2i—3> 2i—2
1 X1 23
=2- 5 > w3~ BY

Here S(z0) = S(0) = 7/8, S(x1) = S(8) = 6/8, S(x3) = S(2) = 5/8, and

. & 1 1 )
u=i+1

e The eventual monotonicity of the possible values is a sufficient condition for
the convergence of the series involved in (2.5)—(2.6)). These results can be extended
by a careful application of the Fubini theorem. For instance, consider a random
variable without eventual monotonic possible values:

1 1 1
=0, - — — 4. ....
X 07 2727 3737 47 )
Note that
;)(%H — ;) TS (%) — 2%(56@% — ;)" S(x;)
0435 (141 —)S@ar) =5 (i 41— —— ) §(aa)
et i+ 1 2i—1 = it 2 2 )-

The last two series are finite if eventually S(z;) < 1/i2t¢ with & > 0. In this case,
(2.5) holds for » = 1. In contrast, the series in (2.7) does not converge, since the
sequence {(x;+1 — ;)S(x;) }i>0 has a divergent subsequence: when i — oo,

. 1 1
(Ta(it1) — T2it1)S(¥2i41) = <z - 1)S<i = 1> — 005(0) = oo.

PROPOSITION 2.1. (1) Let X be a nonnegative random variable such that

(2.10) EX" <oo withr < sandrs > 0.
If

rs
2.11 O0<a<s—r and <—— (1),
@11 p (r+a)(s—a) (<1)
then

(212) EX"TEX* *<KEX"EX*<BEXTEX**+(1-B)EX""S,
or equivalently

(2.13) BC(X™T X57%) < C(X", X®) < C(XTFe, X579,
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(2) Let X be a nonnegative random variable such that E X?* < oo with s # 0.

If

2 — o2
(2.14) 0<a<|s| and B < 5 (<1),
S
then
(2.15) (EXP? KEXTEX* < BEX®)?*+(1-pB)EX>,

or equivalently
(2.16) BV X® < C(X5T X579 <V X5,

Proof. (1) Let X be a nonnegative random variable that satisfies (2.10). Con-
sider v and 3 as in (2.11). Note that, from (2.10) and the Lyapunov inequality, all
moments of the random variable X in are finite. In fact, for the case 0 <
r < s, T+ s is the greatest positive power involved: 0 < r, s,r+a,s —a < r+s.
On the other hand, if » < s < 0, hypothesis (2.10) implies P(X = 0) = 0. Thus,
we can define

1
2.17) Y = X >0, wu=-s, and v=-r.

Then 0 < u < vand EY“" = E X" < co. From the Lyapunov inequality,
the following random variables also have finite moments: Y* = X° Y? = X",
Yyute = X7 and YV~ = X"t Here, all powers of Y are positive, where u +
v is the greatest. Note now that, by the definition of covariance, the first and second
inequalities of (2.12)) are equivalent to the second and first of (2.13)), respectively.
Hence, it is sufficient to prove the first inequality of (2.12)) and the first of (2.13).

CASE 0 < r < s. The first inequality in (2.12) follows from the method of
cloning [32]], which assumes 0 < 2a < s — r. As the first condition in (2.11)
shows, we have improved this constraint. In fact, considering Y as an independent
replica of the random variable X, we have

2EX"EX® —EX"T*E X°7%)
=EX'EY*+EX°EY —EX""“EY* *-EX* *EY""®
— E[XrYs 4 XSYyT — Xr+ozysfoc o Xsfayr%»a]
— E[X’V‘YT(YOL o XQ)(YS*T*O{ o XS*T*OL)]
>0 for0<a<s—r.
Therefore, the first inequality in (2.12) holds. On the other hand, Lemma [2.1(1)

applies even for the case X = Y, where S(z) is the marginal survival function
of X and Y while the joint survival function is

S(z,y) = min(S(x), S(y)), z,y=>0.
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Then the arguments = and y of (2.4) are interchangeable:
C(X", X®%)=rs "Lyt S (x,y) — S(x)S(y)] dy dx
25 Yy S (2, y) — S(2)S(y)] dydx  forr,s > 0.
Thus, considering (2.T1), we have the first inequality in 2.13)):
C(X", X%) — BO(X"T X57%)
=rs [ [atyS(e.0) - S@SW dyda

= Br+a)(s—a) [ [2" 7y T S(a,y) — S(2)S(y)] dy dx

o8
o8

Vv
<
»

[2" s — 2Ty T[S () — S(2)S(y)] dy da

r—1,s—1 + $s—lyfr—l _ $7'—}—0(—1

s—a—1 _ _s—a-—1 r+a—1]

Y Z )

> 0.

CASEr < s < 0. Define Y, u, and v as in (2Z.17). Then

0<a<s—r=v—u, < s = uo .
(r+a)(s—a) (u+a)(v—a)

With r and s replaced by u and v, the random variable Y satisfies (2.12):
(2.18) EY"TEY" *<EYYEY'<BEY"TEYY *+(1-3)EY“",

Remember that, from (2.10), it follows that all the moments involved of the random
variable Y are finite. Finally, notice that (2.18) is just (2.12).
(2) Consider «v and 3 as in (2.14).

CASE 0 < a < s. By the definition of variance and covariance, the first and
second inequalities of (2.13) are equivalent to the second and first of (2.16)), re-
spectively:

(E XS)2 < EXs—i-aEXs—a < B(EXS)2 + (1 _ ﬂ)EXZS,
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(E Xs>2 . EX2s EXs+aEXs—a o EX2s < ﬁ[(E Xs>2 o EXQS]’

<
< C(X*T X579 <V X5,

Defineu = s—aandv = s+a. Thens = u+a = v—aand B < (s>—a?)/s% =
wv/[(u 4+ «)(v — «)]. Therefore, the last two inequalities are a particular case of
(2.13), with

VX®=CX"* X""®) and C(X*% X57%) = C(X", XY).

CASE 0 < a < —s. Since EX?° < oo, we have P(X = 0) = 0 and all
moments involved for the random variable X in are finite. Therefore, the
conclusions of the above case also hold here.

Finally, the case 0 < « = |s] is trivial. m

Inequalities (2.12) also hold for » = 0 < s, which is the Chebyshev inequality
for sums and integrals; see [22, p. 601], [28, Theorems 2.5.1 and 2.5.10], and [19,
3)].

The potential application of Proposition [2.1]is illustrated in the following three
corollaries and a remark. In particular, we give new or improve some known in-
equalities for the ratio of gamma functions.

COROLLARY 2.1. (N LetO<x <y, x+r+srs>00< a<s—r and
0< p< 1 Then

Dz+r)T(x+s)
@19 1< Fz+r+a)l(z+s—a)
rs a(s—r—a)T(x)T(x+7r+3)

S (r+a)(s —a) + (r+a)s—a)Tz+r+a)l(z+s—a)
Fe+rT(x+s)T(y+r+a)l(y+s—a)

Ply+r)Ty+s) Tz +r+a)l(z+s—a)

<—"
(r+ a)(s — )
a(s—r—a)l'(@z)Mz+r+s)I'y+r+ao)l(y+s—a)
r+a)(s—a)T(y)Tly+r+s)T(z+r+a)l(z+s—a)

(220) 1<

Moreover, if 1+ s+ 1 > 0, then

Fr+DIT(s+1)T(p(r+a)+1)T'(p(s —a)+1)

Clpr+1)T(ps+1)T'(r+a+1)I'(s—a+1)

S (r+a)(s—a)
a(s—r—a)T(r+s+1)T(p(r+a)+1)T(p(s —a)+1)
r+a)(s—a)T(p(r+s)+ HT(r+a+)T(s—a+1)"

221) 1<
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Q) Let0<x<y,x+2s>0,0<a<|s

,and 0 < p < 1. Then

MNez+s+a)T'(z+s—a) < s2—a?  o?T(z)T(z + 2s)
I?(z + ) D s2T%(x + s)

T(z4+s+a)T(z+s—a)T%(y+s)

T(y+s+a)l(y+s—a)T%x+s)

< s2—a?  o?T(z)T(z+28)T2%(y + s5)

h 2 s2T(y)T(y +2s) T2 (x +5)

222) 1<

223) 1<

s
Moreover, if 2s + 1 > 0, then

I'(s+a+1)T(s—a+1)T%(ps+1)
T(p(s+a)+ 1T (p(s —a)+1)T%(s+1)
s2—a? a’T(2s+1)T%(ps + 1)

52 s2T(2ps + )T (s +1)°

(2.24) 1<

<

Proof. Let X be a positive random variable, 0 < x < y,and 0 < p < 1.
() Forrs > 0and 0 < a < s — 1, (2.12) is equivalent to

EX"E X*®
. <
(2 25) 1 EXrta|R Xs—o
s a(s —r —a) EX"ts

St ta)-a)  rta)s—a) EXTOEX o

whenever all these moments are finite. In particular, if the distribution for X is
gamma with parameters of shape x > 0 and of scale 1, then

I(xz+1)
[(z) -

Therefore, (2.19) holds. Similarly, (2.20) is given by (2.23) for the particular case
of a beta distribution, with shape parameters z,y — x > 0. Here

(2.26) EX!= x+t>0.

t_ L(y)T(z+1)
(2.27) EX _—F(a;)F(y+t)’ x+t>0.

Now, for a random variable X with a stable distribution, with characteristic expo-
nent 0 < p < 1, its moments are

t_F(l—t/p)
(2.28) EX _7I‘(1—t) , t<p.
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See [24], Lemma 5] and [30], (3.50)]. From (2.23)) and (2.28), we have
| < rl—r/pT(1—-s5/p)T(1—r—a)T(1 — s+ a) < rs
CTA-n) -5~ (r+a)/pTA—(s—a)/p) = (r+a)(s—a)
a(s—r—a)T(1—=(r+s)/p)T(1—r—a)l(1 — s+ «)
(r+a)(s —a)T(1—r—s)T(1—(r+a)/p)T(1 = (s —a)/p)

for r + s < p < 1. Let us consider the next reparameterization for r, s, and a:

s r «
Uu=——, v=——, and y=—.
p P P

Then uv,u+v+1>0,0<vy <v—u,and

F'l+v)IA+uw) T+ plv—7) T+ p(u+7))
T(1+ po)D(1+ pu) T(1+v— ) D1+ u+7)
N CESICE=)
Yo —u—y) Tl +u+0)T(1+pv—7)A+plu+7))
W= (u+TA+plu+v)T(1+v—7)TA+u+7v)"

1<

Thus, (2.21) is obtained by letting r = u, s = v,and @« = 7. Here s, r+s+1 > 0,
0 < a < s—r,together with 0 < p < 1.
(2) The inequalities in (2.13)) are equivalent to

EXs+aXsfa 82 . 042 Oé2 EX25
< )

(EXS)Q 32 + 82(E Xs)2
Therefore, (2.22)), (2.23), and (2.24)) follow from (2.26)), (2.27), and (2.28)), respec-

tively. m

< 0<a<]s|

COROLLARY 2.2. (1) Let x,y,x + 7+ s > 0andrs > 0. Then

rs Fx)T(x+r+s)
(2.29) 1+x+r+s\f‘(x r)T(z+s)’

rs Mx)T(x+r+s)
(2.30) 1+x+s—1\I’( T+ s) fors—r>1,
231) 14 rs <I“( ) (x+r+s)

z(x+r+s) T(@+r)D(z+s)
rs(2x +r+s) T2z + 71+ 3)
z(x+r)(z+s)(x+r+s)Tax+r)T(x+s)
forr,s >0,

<1+

52 < [(x)T(z + 2s)

2.32 <
( ) x4+ 25 FQ(a: + )

forx +2s > 0,
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E [(2) T + 25) 25 T(2(z + 5))
(2.33) 1+ 2(z + 25) S I?(x +s) s z(z + s)(x 4 25) T2(z + 5)
fors >0,
(@+y)e+y+ Dy T@)T) _ @+ya+y+])
239 oyt D+ Tty  aye+ g1
2(z +1)2 r<2x> z(r +1)
@3 S S P S 2@+ D0 —2)

(0 < x < 1 for the last inequality),

v+1/2 _ D(z+1) zI'(22)
(2.36) NoEST < F(J:‘—i—l/Q) <\/*73 (x+1)(x+1/2)1"2(x+1/2)7
(y—z)2 _ D(z)T(y) (y —2)°T(z +y)
237 1+ 1y < T%((z +y)/2) <1 zy(z +y) T2((x +y)/2)
03y 14— o @y _ oty

4min(z,y)  T?*((z+y)/2)  2min(z,y)
(ly — x| < 2 for the last inequality).

QLet0<x<yx+r+s>0,7rs20,and0 < p <1 Then

rs(y — o) < MNz)TN(y+r)D(y+s) Dz +7r+s)
(x+s—1)(y+r)\F(y)F(a:+r) (z+s)T(y+7r+s)
fors—r>1,

(239) 1+

s'ly—2)  _T(@)D(z+25) %y + 5)
(@+s=1Dy+s)  T(y)T(y+2s)T(x +s)
forx+2s>0,|s| > 1,

(2.40) 1+

r+s+1)I(pr+1)T(ps+1)
4D 1 F((,o(r—i-s) ; DT+ DI(s 1 1)
U'(pz) T(py) P@)T(y) _ _ 4zyl(pz) (py)
D (p(z +y)/2) ~ (2 +9)/2) ~ (@ + 92T oz +y)/2)
ply — 2)° Tz +y) D(px) L(py)

(z + Z/)2 I?((z +y)/2) D(p(z +y))

Proof. (1) Inequalities (2.29)-(2.31) follow from the second inequality in
2.19). Witha=1<s—r, Wehave

forr+s+1>0,

<

(2.42)

for0 <p<1.

CL‘+S—1< s (s—r—1)(z+s—1)I(z)I(z+7r+s)
z+r  (r+Ds-1)  (r+)(s—(z+rD(z+r)T(z+s)’

T(aj)F(m+r+s)><:ﬂ+s—1_ rs )(r—l—l)(s—l)(m—i—r)

D(z+r)D(z+s) x+r (r+1)(s—=1))(s—r—1)(xz+s—1)

rs
r+s—1
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Thus, (2.30) holds. Moreover, (2.29) is given by (2.30) with the reparameterization
v = s — 1 > r, together with symmetry arguments between r and v. Similarly, for
z=1,7>0,and 0 < o < s — r, 2.19) gives

rsIT'(r)T'(s)

= r+a)(s—a)l(r+a)l'(s—a)

o rs a(s—r—a)(r+s)I(r+s)
S(r4a)(s—a)  (r+a)2(s—a)?T(r+a)l(s—a)

a(s—r—a) < I(r)L(s)
rs = Nr+a)l'(s—a)
a(r+s)(s—r—a)l(r+s)
rs(r+a)(s—a)T(r+a)l(s—a)

1+

Then (2.31)) is obtained by a reparameterization such that x > 0 and r, s > 0.
On the other hand, with » = s, inequalities (2.32) and (2.33) are particular

cases of (2.29) and (2.31), respectively.

For = 1 in (2.37)), we have

(r+1)(s+1)< F'(r+s+1)
r+s+1  Tr+1)T(s+1)
rs(r+s+2)T(r+s+2)
(r+1)(s+1)(r+s+1)I'(r+1)I(s+1)’
rs(r+1)(s+1) < L(r+s) o rs(r+1)(s+1)
(r+s)(r+s+1) T)T(s)  (r+s)(r+s+1)(1—rs)

The last inequality applies only for 0 < rs < 1. Therefore, we obtain (2.34)). The

particular case x = y gives (2.33).

On the other hand, (2.36) is implied by the particular case s = 1/2 of (2.33).
Inequalities are a symmetrical form of (2.33).

The denominator in the lower bound of inequality (2.32)) can be replaced by
min(z, x + 2s); look at the case 0 < = + 2s < z. Thus, the first inequality of
(2.38) holds. On the other hand, the second inequality follows from the first one of
(2:24). In fact, fora = 1 < s, we get

Llp(s +1) Dp(s —1)) _

X

I'?(ps) s—1

<1+

forO0<p<1<s.

With a reparameterization, this gives
P@)ly) _z+ty
P((z+y)/2) = 2x

from which the second inequality of (2.38)) follows by arguments of symmetry
between x and y, for x,y > 0 and |y — z| < 2.

forO<z<y<az+2,
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(2) For the particular case @ = 1, the second inequalities in (2.20) and (2.23])

represent (2.39) and (2.40)), respectively.
On the other hand, the first inequality of (2.21)), with r = 0 < a < s, implies

< I'(s+1)I'(pa+1)T(p(s —a) +1)
Flps+ )T (a+1)T(s—a+1)

Similarly, for s = 0 < a < —r < 1, (2.21) gives

o Fir+1)T(p(r+ao)+1)I(1 — pa)
Flor+ )T (r+a+1)T'(1 - )

Through a reparameterization, both of these inequalities are written as (2.41)). An-
other implication from 2.21)) is 2.42), witha = (s —r)/2and 0 < r < 5. =

REMARK 2.1. (1) In we give a double inequality, where the first gen-
eralizes the inequality in [3, Theorem 2.5]. Indeed, for x = 1 and through the
reparameterization u = s,v =y —1+s,a =, and b = s — r — «, (2.20) can be
written as

Nu+1)T(u—a—b+1)T(v—a+1)T(v—-0b+1)
STuw—a+ D) (u—b+1)T(w+1)T(v—a—b+1)
u(u—a—0b)
" (u—a)(u—b)
abTQu—a—-b+1)T(v—a+1)T(v—>b+1)
== T —ut DT (o+u—a—bt 1) T(u—a+ )T (u—b+1)’

where a,b,v —u > 0and 2u —a — b+ 1,u(u —a — b) > 0.
(2) The Bustoz and Ismail inequality [4} (4.4)] is

D(z)T(z+7+s)
(z+r)T(x+s)

See also [9, Theorem 4]. Inequalities (2.29), (2.30), and the first in (2.31) im-
prove (2.43). The improvements additionally include an extended range for the
parameters together with the new double inequality (2.31)). On the other hand, with
the additional constraint s — r > 1, (2.30) is better than (2.29). Additionally, the
first inequality in (2.31) is better than (2.29) for 0 < = < 1, and than (2.30) for
0 <7 < s—1andsmall z:

(2.43) 1<

z>0,rs>0.

O<z<([(r+s—1244(s-1D]"2=(r+s-1))/2
(3) The Gurland inequality [[14, (1)] states

2
1+ 5 < [(z)T(xz + 2s)

<—S—, z,2+25>0.
x I?(x + s)
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This inequality is improved by and the first inequality of (2.33), for the
cases 0 < = + 2s < x and = + 2s < 1 respectively. Moreover, (2.33) is a double
inequality. The Gurland ratio has been widely studied; see, for instance, [13},137, 5}
3501104 2114 27, 1341 1401].

(4) From [l1'7, (3.2)], it follows that

x—l—y—xy<I‘(a:)F(y)< Tz+y

2.44 < S )
249 Ty Nez+y)  aylzy+1)

0<z,y<1l

The second inequality also holds for x,y > 1; see [18l (3.1)]. For  and y near
zero, the first inequality in (2.34)) improves the one of (2.44). In fact,

ety—ay _ (@+y)e+y+ 1)1 -y

xy zy(r +1)(y + 1) = (@+y)?<(1-2)(1-y).

Our contribution in the second inequality of (2.34) is a range without constraints
of arguments. Moreover, this inequality improves [29} (13)] or [3| (3.3)] and [9,
(3.16)] for x, y near zero: 2 + zy + y?> < 1.

(5) From [3, (3.11)] and [17, (2.8)], it follows that

(2.45) [(22)

< L, x> 0(0 < z < 1 for the last inequality).
x

Our first inequality in (2.35) improves the one of (2.45]), whereas the second one is
also better than the respective inequality for 0 < z < 1/3.
(6) For s = 1/2, [34] (2.8)] states

F(z+1)
(2.46) \/1E < m < \/m, x> 0.

The first inequality in (2.36) improves the lower bound of (2.46). Moreover, from
the second inequality in (2.43)), the second inequality in (2.36)) is also better than

the respective upper bound of (2.46), for at least 0 < = < 1/2.
(7) From [17, (1.7) and (3.1)], it follows that

(-2 _ T@T) _ 4y

2.47 1 < <
247) + 4y I((z+1v)/2) 2xy

, x,y>0

(0 < x,y < 1 for the last inequality). In (2.37), we give an alternative method to
obtain the first inequality in (2.47)). Moreover, the first inequality in improves
the one of for max(z,y) > 1. Also the range of values for the second
inequality is improved and widened. In fact,

(y—2P Tty _ a4y’

e ) (@ )2~ ey

9
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Iz +vy) < T4y
I*((z +y)/2) 2

The last relationship is deduced from (2.45)):

Plety) _ (@+y)/2 _zty
2 X X )
Mz +y)/2) 2-(@+y)/2 2

For |y — x| > 1, the lower bound of (2.38) improves the one of [10, (6)]:

(y—2)* & 1 . @I

z,y>0,z+y <2

1+ < ,  x,y > 0.
T A G RuTD S Pty
See also [27, (6) and (40)]. In fact, for0 < z <y — 1,
(y—2)*/4 (y — 2)*/4
1+ — <1+
Z x—l—k)( + k) Z (z+E)(z+k+1)
(y—w)2 : n+1 (y — )
=1 | =14 =—.
+ 4 e zx(x+n+1) + 4z

(8) Finally, we have not found a reference for inequalities (2.39)-(2.42).

COROLLARY 2.3. Let X be a nonnegative random variable such that
EX"5th < oo for 0 < r < sand all k > 0. Let h(z) be an analytic func-
tion with h*)(0) > 0fork > 0. If 0 < a« < s — rand f < r/(r + a), then

(2.48) EX"T*E[X* *h(X)] < EX"E[X*h(X)]
< BEX"TE[X*h(X)] + (1 — B) E[X"T*h(X)).

In particular, if h(x) = exp(z) for x > 0, then
E X" E[X*%X] < EX"E[X%e"]
< BEXTTOE[X* ™%X 4 (1 — B) B[X" e,

Proof. Inequalities (2.48)) follow immediately by applying (2.12)) to each of the
terms of the Taylor expansion around x = 0 of h(z). In addition to the conditions
in 2.11), weneed 8 < r/(r+a). =

Other known inequalities involving the quotients of functions can be recovered
from Proposition [2.1] For instance, the inequality

(e = 1)/y
(e —1)/x

follows from (2.12) or (2.15)), where the underlying distribution of the random
variable X is log normal, with parameters ;x = 0 and o = 1.

1< forx <y
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3. FINITE SUMS

This section gives a new inequality for finite sums of nonnegative or nonpositive
numbers involving the exponential function. For some cases, this inequality even
improves the Cauchy—Bunyakovsky—Schwarz inequality. Its extension to the case
of nonnegative or nonpositive random variables is an open problem. This section
is self-contained.

PROPOSITION 3.1. Forzy,...,xy 2 0o0rxy1,...,x, <0,
n 2 n n n 2
G.1) (Smen) <L ater S(em — 1)+ (L - 1))
=1 =1 =1 =1

Proof. Forn =1, we have
(e —1)2 +22e®(e" — 1) — (ze”)? = (" + ze™/? —1)(e" —2e"/? = 1), z€R.

The first factor of the right-hand side is positive [negative] if x > 0 [x < 0]. The
sign of the second factor is the same, since the auxiliary function

glz) =" —ze®? -1 forzeR

is increasing, with ¢(0) = 0:

g(x) =e" — <1+§>ex/2:e"”/2(6x/2—1—§> >0, z#0.

For n > 2, we have

00 (Fe o) s e B (fe)

1=1 =1

n
=Y (" —1)2+ 2> (" — 1) (e — 1) —|—Zx2 Ti(e™ — 1)
i=1 i<j =
+ Z $2 zz z (Z $2 2x; + 9 Z xil,jewi+mj)
i#] 1<j
n
= M = 12+ aderi(en — 1) e + T[2(e — (e ~ 1)
=1 1<j
+ z2e®i(e% — 1) + x?e‘”ﬁ (e" — 1) — 2m;m e 9]

[(e% = 1)% + afe® (™ — 1) — afe*™ ] + 3 g(wi, z)),
i<j

I

.
I
—

where g(x,y) is the auxiliary function

gz, y) =2(e® —1)(e¥ — 1) + 22e%(e¥ — 1) + y?e¥(e® — 1) — 2xye™Y
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for zy > 0. From the case n = 1, it follows that the terms of the first sum on the
right-hand side in (3.2) are nonnegative. It remains to verify that g(x,y) > 0. We
note that g(0,y) = 0. We prove

9(0,y) < g(x,y) forxzy > 0.

It is enough to show that g, (z,y) > [<] 0 for z,y > [<] 0. First, we consider the
case z,y > 0:

g(@,y) = 2+ (x —y)»)e"™ — 2+ 2%)e" — 2+ y?)e? + 2,
go(2,y) = (24 (x —y)* +2(x — y))e"Y — (2+ 27 + 2z)e”
=1+ 0 +z—y)?e! — 1+ (1+x)%))e >0,

because the function
Wa,y) = L+ (L+z—y)?)e?, a,y>0,
is increasing with respect to y:
hy(2,y) = (L+ (1+ 2 — )° =20+ — y))e = (x — y)%’ > 0.

Otherwise, for z,y < 0, the function h(z,y) also increases with respect to y. In
this case, g, (z,y) < 0and g(z,y) > ¢g(0,y) =0. =

Inequality (3.1)) improves the Cauchy—Bunyakovsky—Schwarz inequality when
the values x; are close to zero. To see this, we verify the second inequality of

(3.3) TP < d’ry(g— 1)+ (5 - 1)? <a’22y? for0<a~0,

with y; = yi(a) = e*i,i=1,...,n,andny =Y, y;. Similarly, we define 22,

y2, Ty, and 22y. We consider the auxiliary function

h(a) = a*(@? y? —a2y(y — 1)) — (= 1)%, a>0.
Then o
R"(0) = 2(22 — %) > 0 = 1/(0) = h(0),
with
W(a) = a*(22% zy? — 7 2%y — 23y(y — 1))
+2a(a? y? —a?y(y — 1)) — 2z5(y — 1),
W'(a) = (422 T2 — %" — 275 By — 77— 1))
+ 4a(222 22 — 7Y 22y — 23y(7 — 1))
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+2(22 y? — 222y(y — 1) — 7°).

Here, we have assumed a positive sample variance. Therefore, there exists ag >
0 such that the second inequality in (3.3) holds for 0 < a < ag. However, the
inequality is reversed when a — oo. This is clear for the case of nonpositive data,
since lim,—,o h(a) = —1. For the case of nonnegative data, the dominant term of
the auxiliary function h(a) is not bounded below: — [aQ(x%n) —x2)+1]e2% ) < 0,
where x(,,) > 0 denotes the sample maximum.
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