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Introduction

Notati

Throughout X is a complex Banach space, G be a compact abelian group, #(G) for
the Borel o-algebra of G , m¢ for the Haar measure of the group, LP(G) the space of
mesurable functions such that [ |f|Pdmg < eo.
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Throughout X is a complex Banach space, G be a compact abelian group, #(G) for
the Borel o-algebra of G , m¢ for the Haar measure of the group, LP(G) the space of
mesurable functions such that [ |f|Pdmg < eo.

(A (G, X),||-]|) stands for the space of regular vector measures normed with the
semivariation and .Z,-( G, X) for those such that v << mg.

(G, X) coincides with 7% (C(G).X), i.e. we identify v with a weakly compact
operator Ty : C(G) — X and denote Ty (¢) = [ ¢dv. Moreover || Ty || = |v/|.

Let 1 < p <oo. A measure V is said to have bounded p-semivariation with respect to
mg if

Y aav(A)

Aerm

;7 partition , || Y aaxally ) < 1}. (1.1)
X Aerm

IVllpme = SUP{

The case p = o corresponds to ||[V(A)| < Cmg(A) for A€ B(G) for some constant C
and ||V||. 4 is the infimum of such constants.
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the Borel o-algebra of G , m¢ for the Haar measure of the group, LP(G) the space of
mesurable functions such that [ |f|Pdmg < eo.

(A (G, X),||-]|) stands for the space of regular vector measures normed with the
semivariation and .Z,-( G, X) for those such that v << mg.

(G, X) coincides with 7% (C(G).X), i.e. we identify v with a weakly compact
operator Ty : C(G) — X and denote Ty (¢) = [ ¢dv. Moreover || Ty || = |v/|.

Let 1 < p <oo. A measure V is said to have bounded p-semivariation with respect to
mg if

Y aav(A)

Aerm

IVllpme = SUP{

;7 partition , || Y aaxally ) < 1}. (1.1)
X Aerm

The case p = o corresponds to ||[V(A)| < Cmg(A) for A€ B(G) for some constant C
and ||V is the infimum of such constants. We use the notation .#,(G,X) and this

space can be identify with (L (G),X) and Vllp,me = HT"HLP/(G)‘X'
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Introduction

Motivation (part 1)

L(v) for the space of functions integrable with respect to a vector measure v. If
f € LY(v) we denote

ve(A) :/Afdv.

Then vr is a vector measure and [|v¢|| = [|f]|1(,). We write /; the integration
operator, i.e. I, : L}(v) — X is defined by Iy (f) = v¢(G) = [ fdv
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Motivation (part 1)

L(v) for the space of functions integrable with respect to a vector measure v. If
f € LY(v) we denote

ve(A) :/Afdv.

Then vr is a vector measure and [|v¢|| = [|f]|1(,). We write /; the integration

operator, i.e. I, : L}(v) — X is defined by Iy (f) = v¢(G) = [ fdv
Delgado y Miana (2009) introduced the notion of "norm integral translation invariant”
vector measures, as those satisfying

[1h(z20)|l = [|Iv(9)l,0 € simple function ,a€ G (1.2)

where 7,(¢)(s) = ¢(s— a).
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Motivation (part 1)
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Then vr is a vector measure and [|v¢|| = [|f]|1(,). We write /; the integration
operator, i.e. I, : L}(v) — X is defined by Iy (f) = v¢(G) = [ fdv

Delgado y Miana (2009) introduced the notion of "norm integral translation invariant”
vector measures, as those satisfying
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where 7,(¢)(s) = ¢(s— a).
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Motivation (part 1)

L(v) for the space of functions integrable with respect to a vector measure v. If
f € LY(v) we denote

ve(A) :/Afdv.

Then vr is a vector measure and [|v¢|| = [|f]|1(,). We write /; the integration
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vector measures, as those satisfying

v (za9)ll = I (9)
where 7,(¢)(s) = ¢(s— a).

For any norm integral translation invariant measure v such that v << mg they showed
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are well defined.

|,¢ € simple function ,a€ G (1.2)
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Motivation (part 1)

L(v) for the space of functions integrable with respect to a vector measure v. If
f € LY(v) we denote

ve(A) :/Afdv.

Then vr is a vector measure and [|v¢|| = [|f]|1(,). We write /; the integration
operator, i.e. I, : L}(v) — X is defined by Iy (f) = v¢(G) = [ fdv

Delgado y Miana (2009) introduced the notion of "norm integral translation invariant”
vector measures, as those satisfying

[1h(z20)|l = [|Iv(9)l,0 € simple function ,a€ G (1.2)

where 7,(¢)(s) = ¢(s— a).

For any norm integral translation invariant measure v such that v << mg they showed
that L}(v) C L}(G). Hence convolution and Fourier transform of functions in L!(v)
are well defined.

They showed that if f € L1(G) and g € LP(Vv) then fxg € LP(v) for 1 < p < oo,
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Motivation (part 1)

L(v) for the space of functions integrable with respect to a vector measure v. If
f € LY(v) we denote

ve(A) :/Afdv.

Then vr is a vector measure and [|v¢|| = [|f]|1(,). We write /; the integration
operator, i.e. I, : L}(v) — X is defined by Iy (f) = v¢(G) = [ fdv

Delgado y Miana (2009) introduced the notion of "norm integral translation invariant”
vector measures, as those satisfying

[1h(z20)|l = [|Iv(9)l,0 € simple function ,a€ G (1.2)

where 7,(¢)(s) = ¢(s— a).

For any norm integral translation invariant measure v such that v << mg they showed
that L}(v) C L}(G). Hence convolution and Fourier transform of functions in L!(v)
are well defined.

They showed that if f € L1(G) and g € LP(Vv) then fxg € LP(v) for 1 < p < oo,

o Is there any weaker condition than the ”norm integral translation invariant”
which still allows the convolution to be developed for functions on L!(v)?
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Fourier transform and the Riemann-Lebe lemma
Convolution for vector m
Invariance under homeor

Motivation (part 1)

L(v) for the space of functions integrable with respect to a vector measure v. If
f € LY(v) we denote

ve(A) :/Afdv.

Then vr is a vector measure and [|v¢|| = [|f]|1(,). We write /; the integration
operator, i.e. I, : L}(v) — X is defined by Iy (f) = v¢(G) = [ fdv

Delgado y Miana (2009) introduced the notion of "norm integral translation invariant”
vector measures, as those satisfying

v (za9)ll = I (9)
where 7,(¢)(s) = ¢(s— a).

For any norm integral translation invariant measure v such that v << mg they showed
that L}(v) C L}(G). Hence convolution and Fourier transform of functions in L!(v)
are well defined.

They showed that if f € L1(G) and g € LP(Vv) then fxg € LP(v) for 1 < p < oo,

|,¢ € simple function ,a€ G (1.2)

o Is there any weaker condition than the ”norm integral translation invariant”
which still allows the convolution to be developed for functions on L!(v)?

@ Can one define convolution between general vector-measures and recover their
results when applied to v for f € L}(v)?
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Introduction

Motivation (part 2)

The Fourier transform of f € L(v) was introduced by Calabuig, Galaz, Navarrete y
Sanchez-Perez (2013) as the X-valued function

fV(y)=/G F(OY(D)dv(t),yeT (1.3)

where I is the dual group of G and v is a vector measure.
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Motivation (part 2)

The Fourier transform of f € L(v) was introduced by Calabuig, Galaz, Navarrete y
Sanchez-Perez (2013) as the X-valued function

()= [ Ferave.ver (13)
where I is the dual group of G and v is a vector measure.

They showed, under the assumption v << mg, that the fact fve co(T, X) for any
fell(v)iff xg' € co(T, X)
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Fourier transform and the Riemann-Lebesgue lemma

urier transform of a vector measure. Riemman-Lebesgue lemma

Let v be a vector measure. We define the Fourier transform by

W)= (@)= [ 7dv.
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Fourier transform and the Riemann-Lebesgue lemma

Fourier transform of a vector measure. Riemman-Lebesgue lemma.

Let v be a vector measure. We define the Fourier transform by

W)= (@)= [ 7dv.

Denote
Mo(G, X)={v € Mac(G,X):VEco(I,X)}

Does it hold the Riemman-Lebesgue Lemma: .#..(G,X) = .#,(G,X).?
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Fourier transform of a vector measure. Riemman-Lebesgue lemma.

Let v be a vector measure. We define the Fourier transform by

W)= (@)= [ 7dv.

Denote
Mo(G, X)={v € Mac(G,X):VEco(I,X)}
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Fourier transform of a vector measure. Riemman-Lebesgue lemma.

Let v be a vector measure. We define the Fourier transform by

W)= (@)= [ 7dv.

Denote

Mo(G,X)={v € Ma(G,X): Ve (I X)}
Does it hold the Riemman-Lebesgue Lemma: .#..(G,X) = .#,(G,X).?
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Fourier transform of a vector measure. Riemman-Lebesgue lemma.

Let v be a vector measure. We define the Fourier transform by

W)= (@)= [ 7dv.

Denote
Mo(G,X)={v € Ma(G,X): Ve (I X)}
Does it hold the Riemman-Lebesgue Lemma: .#..(G,X) = .#,(G,X).?
Of course NO! Let G =T, X = (?(2) and v(A) = (2a(n))nez. Clearly
Ty : C(T) — £2(Z) corresponds T(f) = (£(n))nez . Hence ¥(n) = e, where (e,) is the
canonical basis and ||[V(n)|| =1 for each n € Z.
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Fourier transform of a vector measure. Riemman-Lebesgue lemma.

Let v be a vector measure. We define the Fourier transform by

W)= (@)= [ 7dv.

Denote
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Does it hold the Riemman-Lebesgue Lemma: .#..(G,X) = .#,(G,X).?
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Fourier transform of a vector measure. Riemman-Lebesgue lemma.

Let v be a vector measure. We define the Fourier transform by

W)= (@)= [ 7dv.

Denote
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Of course NO! Let G =T, X = (?(2) and v(A) = (2a(n))nez. Clearly
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Fourier transform and the Riemann-Lebesgue lemma

Answering question (a): .#o(G,X) = .#ac(G,X) if and only if X is finite dimensional.

Let X be an infinite dimensional Banach space and G =T. There exists a regular
vector measure v : B(T) — X such that v << mq and V ¢ cy(Z,X).
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Fourier transform and the Riemann-Lebesgue lemma

Solutions to the questions
Answering question (a): .#o(G,X) = .#ac(G,X) if and only if X is finite dimensional.

Proposition

Let X be an infinite dimensional Banach space and G =T. There exists a regular
vector measure v : B(T) — X such that v << mq and V ¢ cy(Z,X).

Some classes where it holds:

Proposition

If v € M:c(G,X) and v has relatively compact range then v € #,(G,X).
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C lution for vector m

inder homeor

Solutions to the questions
Answering question (a): .#o(G,X) = .#ac(G,X) if and only if X is finite dimensional.

Proposition

Let X be an infinite dimensional Banach space and G =T. There exists a regular
vector measure v : B(T) — X such that v << mq and V ¢ cy(Z,X).

Some classes where it holds:

Proposition

If v € M:c(G,X) and v has relatively compact range then v € #,(G,X).

Some operators that play a role:

Proposition

Let T : X — Y be a completely continuous operator (i.e. it maps it maps weakly
convergent sequences in X into norm convergent sequences in Y) and v € #zc(G,X).
Then T(v) € #,(G,Y).
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Fourier transform and the Riemann-Lebesgue lemma

Does it hold the Riemann-Lebesgue lemma for measures of bounded variation?
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Fourier transform and the Riemann-Lebesgue lemma

Riemann-Lebesgue revisited

Does it hold the Riemann-Lebesgue lemma for measures of bounded variation?
Denote V1(G,X) the subspace of .#,c(G,X) with |v|(G) < .
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Riemann-Lebesgue re ed

Does it hold the Riemann-Lebesgue lemma for measures of bounded variation?
Denote V1(G,X) the subspace of .#,.(G,X) with |v|(G) < «. Does it hold that
VY(G,X) C (G, X)?.
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Fourier transform and the Riemann-Lebesgue lemma

Riemann-Lebesgue re ed

Does it hold the Riemann-Lebesgue lemma for measures of bounded variation?
Denote V1(G,X) the subspace of .#,.(G,X) with |v|(G) < «. Does it hold that
V(G,X) C #(G,X)?.

Again the answer is NO!
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Fourier transform and the Riemann-Lebesgue lemma

Riemann-Lebesgue revisited

Does it hold the Riemann-Lebesgue lemma for measures of bounded variation?
Denote V1(G,X) the subspace of .#,.(G,X) with |v|(G) < «. Does it hold that
VY(G,X) C (G, X)?.

Again the answer is NO! Let G =T, X = L}(T) and v(A) = xa.
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Fourier transform and the Riemann-Lebesgue lemma

Riemann-Lebesgue revisited

Does it hold the Riemann-Lebesgue lemma for measures of bounded variation?
Denote V1(G,X) the subspace of .#,.(G,X) with |v|(G) < «. Does it hold that
VI(G,X) C Mo(G,X)2.

Again the answer is NO! Let G =T, X = L}(T) and v(A) = ya. Clearly

Ty : C(T) — LY(T) corresponds to the inclusion map. Hence ¥(n) = ¢, where
On(t) = e and ||¥(n)|| =1 for each n€ Z.
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Riemann-Lebesgue revisited

Does it hold the Riemann-Lebesgue lemma for measures of bounded variation?
Denote V1(G,X) the subspace of .#,.(G,X) with |v|(G) < «. Does it hold that
VI(G,X) C Mo(G,X)2.

Again the answer is NO! Let G =T, X = L}(T) and v(A) = ya. Clearly

Ty : C(T) — LY(T) corresponds to the inclusion map. Hence ¥(n) = ¢, where
On(t) = e and ||¥(n)|| =1 for each n€ Z.

However if X has the Radon Nikodym property then V1(G,X) C .#y(G,X), since
dv =fdmg with f € L1(G,X) and ¥(n) = f(n) = J; f(e")e " dt for n € Z, which
belongs to ¢,(Z, X).
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Riemann-Lebesgue revisited

Does it hold the Riemann-Lebesgue lemma for measures of bounded variation?
Denote V1(G,X) the subspace of .#,.(G,X) with |v|(G) < «. Does it hold that
VI(G,X) C Mo(G,X)2.

Again the answer is NO! Let G =T, X = L}(T) and v(A) = ya. Clearly

Ty : C(T) — LY(T) corresponds to the inclusion map. Hence ¥(n) = ¢, where
On(t) = e and ||¥(n)|| =1 for each n€ Z.

However if X has the Radon Nikodym property then V1(G,X) C .#y(G,X), since
dv =fdmg with f € L1(G,X) and ¥(n) = f(n) = J; f(e")e " dt for n € Z, which
belongs to ¢,(Z, X).

Definition

We say that a Banach space satisfies the Riemann-Lebesgue property for measures on
G (in short, X € (RLP)¢) if any vector measure Vv satisfying v << m¢ and |v|(G) < e
satisfies that ¥ € ¢o(I", X), i.e. V1(G,X)C #0(G,X) .

A
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Riemann-Lebesgue revisited

Does it hold the Riemann-Lebesgue lemma for measures of bounded variation?
Denote V1(G,X) the subspace of .#,.(G,X) with |v|(G) < «. Does it hold that
VI(G,X) C Mo(G,X)2.

Again the answer is NO! Let G =T, X = L}(T) and v(A) = ya. Clearly

Ty : C(T) — LY(T) corresponds to the inclusion map. Hence ¥(n) = ¢, where
On(t) = e and ||¥(n)|| =1 for each n€ Z.

However if X has the Radon Nikodym property then V1(G,X) C .#y(G,X), since
dv =fdmg with f € L1(G,X) and ¥(n) = f(n) = J; f(e")e " dt for n € Z, which
belongs to ¢,(Z, X).

Definition

We say that a Banach space satisfies the Riemann-Lebesgue property for measures on
G (in short, X € (RLP)¢) if any vector measure Vv satisfying v << m¢ and |v|(G) < e
satisfies that ¥ € ¢o(I", X), i.e. V1(G,X)C #0(G,X) .

<

A related property RLP (defined for functions instead of measures and G =T) but
weaker was introduced and studied by Bu and Chill (2002).
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Introduction
Fourier transform and the Riemann-Lebesgue lemma
Convolution for vector r
Invariance under home

Riemann-Lebesgue revisited

Does it hold the Riemann-Lebesgue lemma for measures of bounded variation?
Denote V1(G,X) the subspace of .#,.(G,X) with |v|(G) < «. Does it hold that
VI(G,X) C Mo(G,X)2.

Again the answer is NO! Let G =T, X = L}(T) and v(A) = ya. Clearly

Ty : C(T) — LY(T) corresponds to the inclusion map. Hence ¥(n) = ¢, where
On(t) = e and ||¥(n)|| =1 for each n€ Z.

However if X has the Radon Nikodym property then V1(G,X) C .#y(G,X), since
dv =fdmg with f € L1(G,X) and ¥(n) = f(n) = J; f(e")e " dt for n € Z, which
belongs to ¢,(Z, X).

Definition

We say that a Banach space satisfies the Riemann-Lebesgue property for measures on
G (in short, X € (RLP)¢) if any vector measure Vv satisfying v << m¢ and |v|(G) < e
satisfies that ¥ € ¢o(I", X), i.e. V1(G,X)C #0(G,X) .

<

A related property RLP (defined for functions instead of measures and G =T) but
weaker was introduced and studied by Bu and Chill (2002).

(RNP) = (WRNP) = (CCP) = (RLP).
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Convolution for vector measures

Convolution of measures

Let v be a vector valued measure and u € M(G) we define the vector valued set
function u*v(A) given by

wev(A)= [ p(A+0)dv(e) = h( [ z(za)du). A€ #(G).
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Convolution for vector measures

Convolution of measures

Def

Let v be a vector valued measure and u € M(G) we define the vector valued set
function u*v(A) given by

wev(A)= [ p(A+0)dv(e) = h( [ z(za)du). A€ #(G).

If dur = fdmg for f € L1(G) and dvg = gdmg with g € L1(G,X) then
d(ur * vg) = (f ¥g)dme where fxg € L}(G,X) with

f*g(s):/Gf(sft)g(t)dmc(t):/; F()g(s — t)dmg(t), mg—a.e.
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Convolution for vector measures

Convolution of measures

Def

Let v be a vector valued measure and u € M(G) we define the vector valued set
function u*v(A) given by

wev(A)= [ p(A+0)dv(e) = h( [ z(za)du). A€ #(G).

If dur = fdmg for f € L1(G) and dvg = gdmg with g € L1(G,X) then
d(ur * vg) = (f ¥g)dme where fxg € L}(G,X) with

f*g(s):/Gf(sft)g(t)dmc(t):/; F()g(s — t)dmg(t), mg—a.e.

@ [*V is a vector measure and ||[u* V|| < [u|(G)|V].
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Convolution for vector measures

Convolution of measures

Definition

Let v be a vector valued measure and u € M(G) we define the vector valued set
function u*v(A) given by

wev(A)= [ p(A+0)dv(e) = h( [ z(za)du). A€ #(G).

If dur = fdmg for f € L1(G) and dvg = gdmg with g € L1(G,X) then
d(ur * vg) = (f ¥g)dme where fxg € L}(G,X) with

f*g(s):/Gf(sft)g(t)dmc(t):/; F()g(s — t)dmg(t), mg—a.e.

@ [*V is a vector measure and ||[u* V|| < [u|(G)|V].
o If ve #(G,X) then uxv e . #(G,X).
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Convolution for vector measures

Convolution of measures

Definition

Let v be a vector valued measure and u € M(G) we define the vector valued set
function u*v(A) given by

wev(A)= [ p(A+0)dv(e) = h( [ z(za)du). A€ #(G).

If dur = fdmg for f € L1(G) and dvg = gdmg with g € L1(G,X) then
d(ur * vg) = (f ¥g)dme where fxg € L}(G,X) with

f*g(s):/Gf(sft)g(t)dmc(t):/; F()g(s — t)dmg(t), mg—a.e.

@ [*V is a vector measure and ||[u* V|| < [u|(G)|V].
o If ve #(G,X) then uxv e . #(G,X).

o [xv(Y)=[(Y)V(y), veT.
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Convolution for vector measures

C olution betwen functions vector measures

We denote C(G,X) the space of X-valued continuous functions and L!(G,X) the
Bochner integrable functions.
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Convolution for vector measures

Convolution betwen functions and vector measures

We denote C(G,X) the space of X-valued continuous functions and L!(G,X) the
Bochner integrable functions.
For each f € L1(G),f € L}(G,X) set

uf(A):/Afde, vf(A):/Afdee V(G X).
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Convolution for vector measures

Convolution betwen functions and vector measures

We denote C(G,X) the space of X-valued continuous functions and L!(G,X) the
Bochner integrable functions.
For each f € L1(G),f € L}(G,X) set

uf(A):/Afde, vf(A):/Afdee V(G X).

If v is a vector measure and f € L!(G) we write that f v for ur* v and say that
fxv e C(G,X) whenever there exists f, € C(G,X) such that vf, = s xv, that is
d(fv)=fy,dmg.
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Convolution for vector measures

Convolution betwen functions and vector measures

We denote C(G,X) the space of X-valued continuous functions and L!(G,X) the
Bochner integrable functions.
For each f € L1(G),f € L}(G,X) set

uf(A):/Afde, vf(A):/Afdee V(G X).

If v is a vector measure and f € L!(G) we write that f v for ur* v and say that
fxv e C(G,X) whenever there exists f, € C(G,X) such that vf, = s xv, that is
d(fv)=fy,dmg.

For each 1 < p<e and g € C(G,X) we denote

lellp,(c.x) = IVellpme = ”S/lﬁplngvX')HLn(G)- (3.1)
x!||=
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Convolution for vector measures

Convolution betwen functions and vector measures

We denote C(G,X) the space of X-valued continuous functions and L!(G,X) the
Bochner integrable functions.
For each f € L1(G),f € L}(G,X) set

uf(A):/Afde, vf(A):/Afdee V(G X).

If v is a vector measure and f € L!(G) we write that f v for ur* v and say that
fxv e C(G,X) whenever there exists f, € C(G,X) such that vf, = s xv, that is
d(fv)=fy,dmg.

For each 1 < p<e and g € C(G,X) we denote

lellp,(c.x) = IVellpme = ”S/lﬁplngvX')HLn(G)- (3.1)
x!||=

We define P,(G,X) the closure of C(G,X) in .#,(G,X) for 1 < p < oo where we
understand #41(G,X) = .#(G, X).
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Convolution for vector measures

Convolution betwen functions and vector measures

We denote C(G,X) the space of X-valued continuous functions and L!(G,X) the
Bochner integrable functions.
For each f € L1(G),f € L}(G,X) set

uf(A):/Afde, vf(A):/Afdee V(G X).

If v is a vector measure and f € L!(G) we write that f v for ur* v and say that
fxv e C(G,X) whenever there exists f, € C(G,X) such that vf, = s xv, that is
d(fv)=fy,dmg.

For each 1 < p<e and g € C(G,X) we denote

lellp,(c.x) = IVellpme = ”S/lﬁplngvX')HLn(G)- (3.1)
x!||=

We define P,(G,X) the closure of C(G,X) in .#,(G,X) for 1 < p < oo where we
understand #41(G,X) = .#(G, X).

o If f € C(G) then fxve C(G,X) and ||fxVlcic.x) < IfllceellvI-
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Convolution for vector measures

Convolution betwen functions and vector measures

We denote C(G,X) the space of X-valued continuous functions and L!(G,X) the
Bochner integrable functions.
For each f € L1(G),f € L}(G,X) set

uf(A):/Afde, vf(A):/Afdee V(G X).

If v is a vector measure and f € L!(G) we write that f v for ur* v and say that
fxv e C(G,X) whenever there exists f, € C(G,X) such that vf, = s xv, that is
d(fv)=fy,dmg.

For each 1 < p<e and g € C(G,X) we denote

lellp,(c.x) = IVellpme = ”S/lﬁplngvX')HLn(G)- (3.1)
x!||=

We define P,(G,X) the closure of C(G,X) in .#,(G,X) for 1 < p < oo where we
understand #41(G,X) = .#(G, X).

o If f € C(G) then fxve C(G,X) and ||fxVlcic.x) < IfllceellvI-
o If f € LY(G) then fxv e Pi(G,X) and ||+ V]|p (6,x) < [fll2 ) lIvIl-
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Convolution for vector measures

Convolution betwen functions and vector measures

We denote C(G,X) the space of X-valued continuous functions and L!(G,X) the
Bochner integrable functions.
For each f € L1(G),f € L}(G,X) set

uf(A):/Afde, vf(A):/Afdee V(G X).

If v is a vector measure and f € L!(G) we write that f v for ur* v and say that
fxv e C(G,X) whenever there exists f, € C(G,X) such that vf, = s xv, that is
d(fv)=fy,dmg.

For each 1 < p<e and g € C(G,X) we denote

lellp,(c.x) = IVellpme = ”S/lﬁplngvX')HLn(G)- (3.1)
x!||=

We define P,(G,X) the closure of C(G,X) in .#,(G,X) for 1 < p < oo where we
understand #41(G,X) = .#(G, X).

o If f € C(G) then fxve C(G,X) and ||fxVlcic.x) < IfllceellvI-
o If f € LY(G) then fxv e Pi(G,X) and ||+ V]|p (6,x) < [fll2 ) lIvIl-
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Convolution for vector measures

ng’s convolution type results

o If f € LP(G) then fxv € Py(G,X). Moreover [[f+Vlp, 6 x) < Ifllee(e) VIl
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Convolution for vector measures

Young’s convolution type results

o If f € LP(G) then fxv € Py(G,X). Moreover [[f+Vlp, 6 x) < Ifllee(e) VIl
o If ve #,(G,X) and f € LP (G) then fxv e C(G,X) and

175 Vlie(x) < IFll gy IVlipme 1 < p <=,
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Convolution for vector measures

Young’s convolution type results

o If f € LP(G) then fxv € Py(G,X). Moreover [[f+Vlp, 6 x) < Ifllee(e) VIl
o If ve #,(G,X) and f € LP (G) then fxv e C(G,X) and

Hf*VHC(G,X) < HfHLp’(G)HW pmgs 1 < p <eo.
o If ve #::(G,X) and f € L*(G) then fxv e C(G,X) and

I+ vilcex) < Iflle=(e)lIVIl-
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Convolution for vector measures

Young’s convolution type results

o If f € LP(G) then fxv € Py(G,X). Moreover [[f+Vlp, 6 x) < Ifllee(e) VIl
o If ve #,(G,X) and f € LP (G) then fxv e C(G,X) and

175 Vlie(x) < IFll gy IVlipme 1 < p <=,

o If ve #,(G,X) and f € L*(G) then fxv e C(G,X) and
I+ vilcex) < Iflle=(e)lIVIl-

o If ve #,(G,X) and f € L9(G) with g’ > p then fxv € P,(G,X) for
1/r=1/p—1/q'. Moreover ||f V|, (¢ x) < IfllLag(c)lIVI

p,mg -
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Convolution for vector measures

Young’s convolution type results

o If f € LP(G) then fxv € Py(G,X). Moreover [[f+Vlp, 6 x) < Ifllee(e) VIl
o If ve #,(G,X) and f € LP (G) then fxv e C(G,X) and
1 Vil < I1Fllp (g IVlmg 1 < p <o
o If ve #,(G,X) and f € L*(G) then fxv e C(G,X) and
I+ vilcex) < Iflle=(e)lIVIl-
o If ve #,(G,X) and f € L9(G) with g’ > p then fxv € P,(G,X) for
1/r=1/p—1/q'. Moreover ||f«V|[p,(6.x) < If|Lag(6)lIVllp.me-

In (CGNS) for f € L1(G) and g € L}(v) it was defined
Fa g(t) = / F(t—s)g(s)dv(s)
JG

whenever f(t—s)g(s) € L1(v).
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Convolution for vector measures

Young’s convolution type results

o If f € LP(G) then fxv € Py(G,X). Moreover [[f+Vlp, 6 x) < Ifllee(e) VIl
o If ve #,(G,X) and f € LP (G) then fxv e C(G,X) and
1 Vil < I1Fllp (g IVlmg 1 < p <o
o If ve #,(G,X) and f € L*(G) then fxv e C(G,X) and
I+ vilcex) < Iflle=(e)lIVIl-
o If ve #,(G,X) and f € L9(G) with g’ > p then fxv € P,(G,X) for
1/r=1/p—1/q'. Moreover ||f«V|[p,(6.x) < If|Lag(6)lIVllp.me-

In (CGNS) for f € L1(G) and g € L}(v) it was defined
Fa g(t) = / F(t—s)g(s)dv(s)
JG

whenever f(t—s)g(s) € L1(v).
o (CGNS) If f € LP(G) and g € L1(Vv) then f ' g € Po(G,X).
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Convolution for vector measures

Young’s convolution type results

o If f € LP(G) then fxv € Py(G,X). Moreover [[f+Vlp, 6 x) < Ifllee(e) VIl
o If ve #,(G,X) and f € LP (G) then fxv e C(G,X) and
1 Vil < I1Fllp (g IVlmg 1 < p <o
o If ve #,(G,X) and f € L*(G) then fxv e C(G,X) and
I+ vilcex) < Iflle=(e)lIVIl-
o If ve #,(G,X) and f € L9(G) with g’ > p then fxv € P,(G,X) for
1/r=1/p—1/q'. Moreover ||f«V|[p,(6.x) < If|Lag(6)lIVllp.me-

In (CGNS) for f € L1(G) and g € L}(v) it was defined
Fa g(t) = / F(t—s)g(s)dv(s)
JG

whenever f(t—s)g(s) € L1(v).
o (CGNS) If f € LP(G) and g € L1(Vv) then f ' g € Po(G,X).
o If ve #,,(G,X), g€ LP2(G) and f € LP3(v) with ,711"';712 <1 and
&+t > 1then fx¥g € P (G,X) for oo+ o+ o= 5.
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Invariance under homeomorphisms

Invariance under homeomorphism

Let v be a vector measure, f measurable and an homeomorphism H: G — G, let us
define

fiy(s) = f(H 1s) and vy(A) = v(H(A)),A € B(G).
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Invariance under homeomorphisms

Inval e under homeomorphisms

Let v be a vector measure, f measurable and an homeomorphism H: G — G, let us
define

fiy(s) = f(H 1s) and vy(A) = v(H(A)),A € B(G).

As usual for translations and reflection the function f; will be denoted
T,f(s) = fa(s) = f(s—a) and f(s) = f(—s).
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Invariance under homeomorphisms

Invariance under homeomorphisms

Let v be a vector measure, f measurable and an homeomorphism H: G — G, let us
define

fiy(s) = f(H 1s) and vy(A) = v(H(A)),A € B(G).

As usual for translations and reflection the function fy will be denoted
T,f(s) = fo(s) = f(s—a) and f(s) = f(—s).
Let v be a vector measure and % a family of homeomorphisms H: G — G. We say
that v is
@ J7- invariant whenever vy =V for any H € /7, i.e.
Iy, (f) =I,(f), f € simple function
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Invariance under homeomorphisms

Invariance under homeomorphisms

Let v be a vector measure, f measurable and an homeomorphism H: G — G, let us
define

fiy(s) = f(H 1s) and vy(A) = v(H(A)),A € B(G).

As usual for translations and reflection the function fy will be denoted
T,f(s) = fo(s) = f(s—a) and f(s) = f(—s).
Let v be a vector measure and % a family of homeomorphisms H: G — G. We say
that v is
@ J7- invariant whenever vy =V for any H € /7, i.e.
Iy, (f) =I,(f), f € simple function

@ [3, 2]"norm integral .7 -invariant” whenever

I, (F)Il = IW(F)ll, f € simple function ,H € 2.
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Invariance under homeomorphisms

Invariance under homeomorphisms

Let v be a vector measure, f measurable and an homeomorphism H: G — G, let us
define

fiy(s) = f(H 1s) and vy(A) = v(H(A)),A € B(G).

As usual for translations and reflection the function f; will be denoted

T,f(s) = fa(s) = f(s—a) and f(s) = f(—s).

Let v be a vector measure and % a family of homeomorphisms H: G — G. We say
that v is

@ J7- invariant whenever vy =V for any H € /7, i.e.
Iy, (f) =I,(f), f € simple function

@ [3, 2]"norm integral .7 -invariant” whenever

I, (F)Il = IW(F)ll, f € simple function ,H € 2.

@ "semivariation .7#-invariant” whenever

[lvell = I(vie)fll, £ simple function ,H € 2.
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Invariance under homeomorphisms

o Let ve .#(G,X) with v(G) #0. Then v is translation invariant if and only if
v=v(G)mg.
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Invariance under homeomorphisms

o Let ve .#(G,X) with v(G) #0. Then v is translation invariant if and only if
v=v(G)mg.

@ The standard LP(G)-valued measure vV(A) = xa is norm integral translation
invariant.
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Invariance under homeomorphisms

description of s|

o Let ve .#(G,X) with v(G) #0. Then v is translation invariant if and only if
v=v(G)mg.

@ The standard LP(G)-valued measure vV(A) = xa is norm integral translation
invariant.

@ Let ve #(G,X) and let H: G — G be an homeomorphism. The following
statements are equivalent:
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Invariance under homeomorphisms

Some description of such invariant pro|

o Let ve .#(G,X) with v(G) #0. Then v is translation invariant if and only if
v=v(G)mg.

@ The standard LP(G)-valued measure vV(A) = xa is norm integral translation
invariant.

@ Let ve #(G,X) and let H: G — G be an homeomorphism. The following
statements are equivalent:
(i) v is semivariation H-invariant.
(i) LY(v) = LY(vy) isometrically.
(iii) | Ty, o M¢|| = || Ty o Mg ||,Vf € C(G) where M¢ : C(G) — C(G) the
multiplication operator g — fg.
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Invariance under homeomorphisms

invariant prop

o Let ve .#(G,X) with v(G) #0. Then v is translation invariant if and only if
v=v(G)mg.

@ The standard LP(G)-valued measure vV(A) = xa is norm integral translation
invariant.

@ Let ve #(G,X) and let H: G — G be an homeomorphism. The following
statements are equivalent:
(i) v is semivariation H-invariant.
(i) LY(v) = LY(vy) isometrically.
(iii) | Ty, o M¢|| = || Ty o Mg ||,Vf € C(G) where M¢ : C(G) — C(G) the
multiplication operator g — fg.

@ Let 1 <p<ooandlet ve.#Z(G,X) be semivariation translation invariant with
v(G)#0. Then LP(v) C LP(G) and

I£lleo(ey < Ifllpqwy V(G727
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Invariance under homeomorphisms

Semivariation invariant measures

Proposition

Let vg(A) = [4f(s)dm¢(s) with f € L~(G,X) non constant function satisfying that
If(t)||=1, te G and there exists A€ B(G) and a€ G for which

vi(A)=0, Vi(A+a)#0. Then vt is semivariation translation invariant but not norm
integral translation invariant.
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Semivariation invariant measures

Proposition

Let vg(A) = [4f(s)dm¢(s) with f € L~(G,X) non constant function satisfying that
If(t)||=1, te G and there exists A€ B(G) and a€ G for which

v¢(A) =0, vf(A+a)#0. Then Vi is semivariation translation invariant but not norm
integral translation invariant.

Proof.

| \

Note that 7;Vf = vq,¢ and 7.f € L*(G, X) for each t € G. In particular 7;V¢ is of
bounded variation and d|7:v¢| = :||f||dm¢g = dmg. Hence L'(v) = L(7;v) = L!(mg)
for any t € G. Hence Vv is semivariation translation invariant.
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Semivariation invariant measures

Proposition

Let vg(A) = [4f(s)dm¢(s) with f € L~(G,X) non constant function satisfying that
If(t)||=1, te G and there exists A€ B(G) and a€ G for which

v¢(A) =0, vf(A+a)#0. Then Vi is semivariation translation invariant but not norm
integral translation invariant.

Proof.

Note that 7;Vf = vq,¢ and 7.f € L*(G, X) for each t € G. In particular 7;V¢ is of
bounded variation and d|7:v¢| = :||f||dm¢g = dmg. Hence L'(v) = L(7;v) = L!(mg)
for any t € G. Hence Vv is semivariation translation invariant.

On the other hand Iy (g) = [ gfdm¢ and we have ||/, (Taxa)l| # 0 while ||/ (xa)| = 0.
0

| \
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Riemann-L
olution for

Semivariation invariant measures

Proposition

Let vg(A) = [4f(s)dm¢(s) with f € L~(G,X) non constant function satisfying that
If(t)||=1, te G and there exists A€ B(G) and a€ G for which

v¢(A) =0, vf(A+a)#0. Then Vi is semivariation translation invariant but not norm
integral translation invariant.

| \

Proof.

Note that 7;Vf = vq,¢ and 7.f € L*(G, X) for each t € G. In particular 7;V¢ is of
bounded variation and d|7:v¢| = :||f||dm¢g = dmg. Hence L'(v) = L(7;v) = L!(mg)
for any t € G. Hence Vv is semivariation translation invariant.

On the other hand Iy (g) = [ gfdm¢ and we have ||/, (Taxa)l| # 0 while ||/ (xa)| = 0.
0

X=C, G=T, f(s) = x[oyl/Q)(ez’“ls) 7%[1/2_1)(627“.5), A={e*":1/4<s<3/4} and
a = e'™/?) to have a particular example.
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Invariance under homeomorphisms

Final applications

If L}(v) C L}(G) then we can define

r’*Gg(t):/Gg(t—s)f(s)dmg(s):/Grsg(t)f(s)dmc(s)
for f,g € L1(V).

Theorem

Let 1 < p <o and let v € #(G,X) semivariation translation invariant. If f € L}(G)
and g € LP(v) then f ¢ g € LP(v) with ||f xc gllip(v) < Ifll 26 g ]lLr(v)-

\
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Final applications

If L}(v) C L}(G) then we can define
f*cg(t):/Gg(t—s)f(s)dmc(s):/Grsg(t)f(s)dmc(s)
for f,g € L1(V).

Let 1 < p <o and let v € #(G,X) semivariation translation invariant. If f € L}(G)
and g € LP(v) then f ¢ g € LP(v) with ||f xc gllip(v) < Ifll 26 g ]lLr(v)-

Proof.

Note that for f,g € C(G) then fxg g € C(G) C LP(v). Consider the LP(v)-valued
Riemann integral f xg g = [ Tsgf (s)dmg(s). Using Minkowsky's inequality and the
fact LP(v) = LP(1sV),

£ €llinen < [, I5elleoqn)|f(5)ldma(s) = [ Flluxca)lgllio):
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If L}(v) C L}(G) then we can define
f*cg(t):/Gg(t—s)f(s)dmc(s):/Grsg(t)f(s)dmc(s)

for f,g € L1(V).

Let 1 < p <o and let v € #(G,X) semivariation translation invariant. If f € L}(G)
and g € LP(v) then f ¢ g € LP(v) with ||f xc gllip(v) < Ifll 26 g ]lLr(v)-

Proof.

Note that for f,g € C(G) then fxg g € C(G) C LP(v). Consider the LP(v)-valued
Riemann integral f xg g = [ Tsgf (s)dmg(s). Using Minkowsky's inequality and the
fact LP(v) = LP(1sV),

£ €llinen < [, I5elleoqn)|f(5)ldma(s) = [ Flluxca)lgllio):

To extend to general functions, we use that C(G) is dense in L(v) and the fact that

L(v) C LY(G). O
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