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Introduction

The Cramer-Lundberg process is an example of the most popular and basic stochastic processes
used in practice, especially in risk theory. The case of a non-life insurance company is a classic
example of the application. The company starts its operations with an initial capital of x > 0.
Then, the insured pay the premiums with a certain intensity p > 0. At random times, claims of
random size occur. Let the homogeneous Poisson process N = {V; : ¢ > 0} with the intensity
parameter A > 0 be responsible for the modelling of the moments of claims. Moreover, for claims’
size we assume that they are modelled by the sequence {U;}i—12, ., Hdﬂ random variables with
a common distribution F. The classical distribution of F is the exponential distribution with
intensity p > 0 which will also be the case for this introduction. The problem posed this way
allows writing the process of the financial surplus of this company (or this line of business) as

Ny

=1

Such a simple model can solve many problems with explicit results. One such result is the proba-
bility of classical ruin, i.e. the first time the process goes below zero. Let us set this stopping time
as

7, = inf{t > 0: X; < 0}.

For this process, such probability is equal to

N AoEpg A
“ep if p> 2,
P(ry <oolXg=a) =<~ P
1 if p < g

Condition p > ﬁ implies that the average payout exceeds the average loss. It is also known as the
net profit condition. Having the above result, the appropriate value £ > 0 can be determined so
that the probability of bankruptcy is sufficiently small. Another problem that we can answer in
such a model is the issue of optimal dividend payments. With the financial surplus process, it is
natural to establish some form of repayment of the invested money to the investors (both external
and internal). However, the payouts must, on the one hand, be large enough to attract future
investors; on the other hand, they must not significantly affect the company’s financial condition.
In other words, one needs to do payouts optimally to balance these issues. This problem initially
comes from the work of de Finetti [19], who considered the dividend payment problem for a simple
random walk with increments of +1. In his work, de Finetti obtained the result that the barrier
strategy is optimal, that is, for a fixed level a > 0, whenever the surplus process reaches this

13.i.d. stands for collection of random variables which are independent and identically distributed

v
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level, one reflects the process and pays all excess above a as dividends. One can also find different
strategies across the literature. In particular, one can assume that the divided rate should be
bounded. For example, in the Brownian motion setting, Jeanblanc-Picqué and Shiryaev [30],
and Asmussen and Taksar [3] obtained that the optimal dividend strategy should be a threshold
strategy. That is, the dividends should be paid out at the maximal admissible dividend rate as
soon as the surplus process exceeds a given threshold. A similar result for the Cramer-Lundberg
model with exponentially distributed jumps was obtained in Gerber and Shiu [22].

One can observe some disadvantages of using the Cramer-Lundberg process. In particular, the
process is deterministic between claims, not affected by market fluctuations. Moreover, the pro-
cess does not distinguish between small and large claims, a natural practice in non-life insurance
mathematics. Therefore, a natural step could be to extend the model with a Gaussian component
or a second compound Poisson process along with a different distribution of the claims. However,
it is worthwhile to consider a class of processes so that one can choose "tailor-made" models for
the specific situation. The root class for our considerations will be the class of spectrally negative
Lévy processes. These are processes with independent and stationary increments, with a.s. cédlégf]
trajectories and with a jump measure concentrated on the negative half-line. The condition con-
cerning only negative jumps is in line with the example described at the beginning, where the only
jumps were related to the claims. One can find Lévy processes in risk theory, financial mathe-
matics, environmental problems, queueing, etc. This class includes compound Poisson processes,
linear Brownian motion, stable processes or gamma processes. In addition, the simple fact that
this class is closed under finite summation enlarges the flexibility of model creation.

For spectrally negative Lévy processes, it is natural to ask the same questions we asked for the
Cramer-Lundberg process. However, to answer, we need to introduce some tools to express these
results in a general way. The so-called scale functions play this role. Namely, many practical and
theoretical problems boil down to solving some exit problems, i.e. the analysis of the fluctuation
of the process in a specific interval. One can express these problems in the language of scale
functions, which often reduces the issue to an explicit or numerical calculation evolving these
functions. Chapter 1 will formally introduce the concept of the Lévy processes and the scale
functions. Then, we will give examples of the processes along with the formulas of their scale
functions for those processes for which we can calculate these functions explicitly. We will also
show how one can solve the problem of the optimal dividend payment in the case of spectrally
negative Lévy processes by referring to the articles Avram et al. [5], Renaud and Zhou [53], and
Loeffen [44]. We will also recall some results from the theory of Markov processes and stochastic
calculus, as we will need these results in the following chapters.

Despite the wide variety of applications, the above setting cannot respond to many natural practical
problems. Therefore, this dissertation will deal with a generalisation of two assumptions, i.e. the
choice of bankruptcy time and the problem of stationarity of the increments. Our goal will be to
explore two models, each with a different approach to extending these two assumptions. Before we
discuss these models, let us look at these two assumptions from a practical point of view. First,
the classical ruin time implies that we do not allow a company to operate when the surplus is
below zero. In practice, this is not true. For example, consider the risk management theory in the
banking industry. The Basel Committee, one of the regulatory committees, specifies in its Basel
II/IIT documents that the moment of default is standardised at 90 days after unpaid commitment.

2i.e. P-almost surely right continuous with left limits, for some given probability measure P.



INTRODUCTION vi

After this period, a given company is called insolvent. This example shows that the moment of
technical bankruptcy is too restrictive, even from a regulatory point of view. Another example is
government-run companies (such as hospitals) for which it is natural to operate on a deficit. Thus,
as a generalisation, the literature considers, among others, the following times of ruin:

e Parisian time of ruin (see e.g. Chesney et al. [12]|, Czarna and Palmowski [17] and Czarna
et al. [16]). In this case, we allow the company’s budget to stay below zero but no longer
than a certain fixed time r > 0. In this definition, we are only interested in the time when
the process is below zero, not where exactly it is located. Moreover, there is no limit to the
number of times the considered process goes below zero. This time of ruin corresponds to
the beforementioned Basel committee definition of the default.

e Unlike the previous case, one can consider r as a random variable, not as a constant (see
e.g. Landriault et al. |[40]). In other words, each time a process crosses zero, an independent
random variable, usually exponential, is "started" that determines how much time the process
is allowed to stay below zero.

e Another approach deals with the problem mentioned earlier. That is, the so-called Omega
bankruptcy time allows for tracking the whole path of the process when defining bankruptcy
(see, e.g. Albrecher et al. [1] and Gerber et al. [23]). For some process, X, one can define
such a time as

t
™ ={t>0: / w(Xs)ds > e},
0

where w is a non-negative measurable function and e; is an exponential random variable
with the parameter 1. One can treat the w function as imposing penalties, for example, for
staying below a certain level, called red zone. In particular, one can consider the functions

with the following shape
w(x) = wy () %f xr >d,
+oo iz <d.

Thanks to this structure, one can immediately declare bankruptcy when the process drops
below critical level d. Such a definition of ruin generates a lot of new control possibilities.

The second generalised assumption is the stationarity of the increments. Some phenomena change
their behaviour due to changes in the environment or specific events. An example of this could
be different modelling of the claims in the case of different seasons. Another example is when the
process changes its drift term when crossing some level. For instance, it can be that the process
has some additional funding due to its situation.

Hence, in the second chapter, we will consider a class of the refracted Lévy processes. This class of
processes introduces the idea of an additional drift when staying in the negative half-line. Such an
assumption intends to imitate saving a company from bankruptcy. Additionally, we assume that
the time of bankruptcy is the Parisian ruin time. In such a model, we will solve the problem of
optimal dividend payment assuming fixed transaction cost § > 0. This cost makes it impossible to
consider barrier strategy as a candidate for the optimal strategy. Thus, we will consider impulse
control strategy instead. This is to bring the process down to level ¢; when it reaches level ¢y
(ca > c1). Moreover, we will show the scale functions generalized to this setting for two underlying
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processes: the linear Brownian motion and the Cramer-Lundberg process with exponential claims.
This chapter is based on the article [14] co-written with Irmina Czarna.

In the third chapter, we will consider Markov additive processes. An element of this class can
be seen as a two-dimensional stochastic process, where the first component X is responsible for
the position of the process, and the second J for the environment. Depending on the state of
the environment, the process X has a different distribution of the increments. One can observe
that the process X evolves as some Lévy process until the state of J changes. In the case of
these processes, the generalisation of scale functions comes down to considering scale matrices.
We will start this chapter by briefly introducing Markov additive processes, scale matrices and
corresponding exit problems. Next, we will introduce the concept of the w-killing and related exit
problems. We will show some basic facts related to this concept for a deeper understanding. In
particular, as an example, we will show that for the Cramer-Lundberg process with the exponential
claims, the probability of an Omega ruin is a linear function of classical probability. Assuming
such a class of processes and such a moment of bankruptcy, we will show, among others, the form
of the value function for the optimal dividend problem in the Omega model. However, before that,
one needs to solve the exit problems. Thus, as the first step, we will solve exit problems in the
new generalised w-scale matrix language. Moving away from the motivation associated with the
Omega model, we will see that the solutions to the exit problems may lead to applications going in
a different direction. For example, the w function can be responsible for the structure of interest
rates depending on the state of the process X and .J. Moreover, one can also observe that the
results represent a new way of killing the stochastic process. Furthermore, we will show the forms
of these matrices assuming that the process (X, J) is a Markov-modulated Brown motion, with
different selections of the w function. The vast majority of Chapter 3 was published in [15] with
co-authors Irmina Czarna, Shu Li and Zbigniew Palmowski. Except for the Sections
which were published in [32].

My contribution

This thesis consists of three chapters. The first one is an introduction to the theory and is based
on well-known books or articles. The second and third are based on:

e Chapter 2:

— Cgzarna 1., Kaszubowski A., Optimality of impulse control problem in refracted Lévy
model with Parisian ruin and transaction costs, Journal of Optimization Theory and
Applications 185, 982-1007 (2020) [14].

e Chapter 3:

— Cgzarna I., Kaszubowski A., Li S., Palmowski Z., Fluctuation identities for Omega-
killed spectrally negative Markov additive processes and dividend problem, Advances
in Applied Probability 52 (2), 404-432 (2020) [15],

— Kaszubowski A., Omega bankruptcy for different Lévy models, Silesian Statistical Re-
view, 17 (23), 31-57 (2019) [32].

The content of these chapters differs from the original articles. Mostly it is due to expanding
reasoning to give more detailed proofs or intuitions. Moreover, one can find different numbering of
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theorems, lemmas or equations, editorial changes or content in a different order. I made all these
changes to make it more comfortable for the reader. It is hard to determine which parts were done
sole by me as we created them during constant work with co-authors. However, one can find below
the list of the parts I can recognise as my significant contribution.

Chapter 2

Compared to the original article, one can find a necessary change in this chapter. Namely, in the
article, we have the following definition of the controlled risk process

Ur =R, — L,

where L™ represents cumulative sum of dividends payed until time t and R is a refracted Lévy
process, i.e. the process that is a strong solution to the following SDE

th - dXt - 51{Rt>0}dt7

where X is a spectrally negative Lévy process, 0 > 0 and Ry = Xy. While preparing this thesis, I
found that this definition is incorrect with respect to the purpose. Namely, process U™ is responsible
for modeling financial surplus after dividend payments. A company can pay dividends before the
(Parisian) ruin, and with the use of the refraction, we would like to try to save this process from
ruin. However, in the above definition, refraction is connected with the process R, not with U,
which is counter-intuitive. Therefore, in this thesis, one can find that we define U™ as a strong
solution to the following SDE

dUT = dX, — §1qysspydt — dL7,

for U = X,. This reflects some changes in the theoretical part of this chapter, and due to this,
the authors will submit a correction of the article shortly after completing this dissertation.

e Sections [2.4.1] and [2.4.2] were re-written to face above mentioned correction. Especially, I
have entirely re-written section [2.4.2]

e Section was created by co-author and me. The reasoning is similar to one in Loeffen [43)];
however, I did almost all calculations with the help of the co-author.

e Section faced most of the corrections or expansions. Thus, I list them separately below:

— Fact was expanded with the detailed calculations. The reasoning is similar to Noba
and Yano [49] and Noba [48|, but some work was needed to adjust it in the context of
this setting as we needed to take fluctuation identities from Kyprianou and Loeffen [37],

— Lemma was re-written as the underlying process has been changed. I find this
lemma to be the most important part of this chapter. The idea of this lemma is standard
and one can find similar calculations in e.g. Avram et al. 5], Loeffen [43]| or Kyprianou
et al. [39]. T did the whole calculation, but the co-author did a similar proof in the
previous version,

— Lemmal[2.4.§ was written by me, but the reasoning is partially from Egami and Yamazaki
121],
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— Lemma was expanded by me, but it was based on the previous version written by
the co-author,

— Theorem [2.4.10| was expanded by me, but it was based on the previous version written
by the co-author.

e Section [2.4.5] was entirely written and derived by me. Also, numerical examples were done
by me.

Chapter 3

This chapter, as mentioned at the beginning of this part, is based on the two articles. The first
one was co-written with co-authors, and I wrote the second myself. Given that four authors did
the first article, it is hard to separate some parts, as we worked together on the major elements
of this article. Moreover, the article was based on the previous work of one of the co-authors, Li
and Palmowski |[41]. Thus, the proofs’ ideas are similar to this article but expanded to the Markov
additive framework. Below one can find parts where I can admit my significant contribution.

Section was done entirely by me,

Section [3.2.3| was done entirely by me,

Section [3.4] was done by one of the co-authors and me,

Section [3.5] was done entirely by me. In particular, I would like to mention Proposition
B.5.3] which consists of an analytic solution of the so-called Sylvester equation, which one
can generally solve only with numerical calculations. I did figures and numerical calculations
with the partial help of the numerical package from Ivanovs |25].



Chapter 1

Lévy processes

Lévy processes will be the primary class from which we want to derive processes tailored to specific
problems. Therefore, we must spend some time deriving the basic concepts related to the Lévy
processes. We will start by defining this class. Then we will tell how one can decompose any Lévy
process into three parts, each responsible for the different behaviour of the trajectories. Next, we
will give some examples of the Lévy processes and define what scale functions are. Then, we will
show semi-explicit representations of the exit problems in their language. Finally, we will describe
the problem of optimal dividend payment and how this problem was approached in the literature.
We will also recall some results from the theory of Markov processes and stochastic calculus, as we
will need these results in the following chapters. This chapter is based on mostly Kyprianou [36|
and also Bertoin [6], Kuznetsov et al. [34], and other works directly mentioned in the specific parts.

1.1 Definition

Let (Q,F,F,P) be a filtrated probability space, with filtration F = {F; : ¢ > 0} which satisfies
usual conditions (i.e. right-continuous and complete). Let us start with the main definition of this
thesis.

Definition 1.1.1 (Lévy Process). A process X = {X; : t > 0} defined on a probability space
(Q, F,P) is said to be a Lévy process if it possesses the following properties:

(i) the paths of X are cddldyg,

(ii) P(Xy = 0) = 1,
(i1i) for 0 <s <t X, — X is equal in distribution to X; g,
(i) for 0 <s <t Xy — X, is independent of {X, : u < s}.

Note that one can take F as a natural filtration of the above process. It does not follow from
the above definition how large this class of processes is. Several processes, such as the Brownian
motion, the Poisson process, or the compound Poisson process, belong to this class, which is evident
at first glance. However, to see how complex this class is, let us introduce the following concept.
If X is a Lévy process, then for each t, X; belongs to the infinite divisible class, which has a
valuable representation.
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Definition 1.1.2. We say that a real-valued random variable © has an infinitely divisible distri-
bution if for eachn = 1,2, ... there exists a sequence of i.1.d. random variables ©1,, ..., 0, , such
that

020, + - +6,,,

where < is equality in distribution. Alternatively, we could have expressed this relation in terms
of probability laws. That is to say, the law p of a real-valued random variable is infinitely divisible
if for each n = 1,2,... there exists another law p, of a real-valued random wvariable such that
=" (Here u™ denotes the n-fold convolution of p,,).

Theorem 1.1.3 (Lévy-Khintchine formula). A probability law p of a real-valued random variable
18 infinitely divisible with characteristic exponent W,

/ e pu(dr) = e YO for 6 e R,
R

if and only if there exists a triple (a,o,11), where a € R,o > 0 and Il is a measure concentrated
on R\ {0} satisfying fR\{O}(l A 22 (dr) < 0o, such that

1 .
V(0) = iad + =c*0* + / (1— €™ +i0x1),<1) (dx)
2 R\{0)

for every 6 € R.

Definition 1.1.4. The measure 11 is called the Lévy (characteristic) measure.

If X is a Lévy process and W, () is characteristic exponent of X; then
U, (0) = tWy(6).
Therefore it is convenient to state the following remark.

Remark 1.1.5. In the sequel we call ¥(0) := V(0) as the characteristic exponent of the Lévy
process.

All above turns to the following theorem. For every infinitely divisible distribution there exists a
probability space on which exists corresponding Lévy process. This makes it easier to understand
how extensive this class is.

Theorem 1.1.6 (Lévy-Khintchine formula for Lévy processes). Suppose that a € R,o > 0 and 11
is a measure concentrated on R\ {0} such that fR\{O}(l A z$)1I(dz) < co. Define for each § € R,

1 .
V() = ial + ~020% + / (1= e +ifa 1)) (dz).
2 R\{0}

Then there exists a filtered probability space (Q, F,F,P) on which a Lévy process is defined having
characteristic exponent W.
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The proof of this theorem can be found in Kyprianou [36]. However, it is worth mentioning some
details. At first, one can observe that W can be divided into three pieces.

W(0) = Wi (0) + Wa(0) + W3(0),
where
1
U, (0) = iaf + 50202,

Ba(6) = MR\ (-11) [ (1= ") pedle,

|lz[>1

3(0) /0< (e i)

One can observe that every ¥, is the characteristic exponent of some Lévy process. The sum of the
independent Lévy processes is a Lévy process itself. Thus, proof comes to proving the existence of
these three processes. The first one associated with Wy, let us call it X, corresponds to a linear
Brownian motion with the drift term —a and the standard deviation equal to o. The second one
is a compound Poisson process,

Nt
X2 =3"¢& t>0,
=1

where N = {N; : t > 0} is a Poisson process with intensity equal to II(R\(—1,1)) and {&; : i > 1} is

a sequence of i.i.d. random variables with the distribution W‘lfn)) concentrated on {z : |z| > 1}.

Thus, we have one Gaussian part and a part with large jumps (i.e. jumps with a size of at least
1 a.s.). Proof that X() and X exist is relatively standard. Thus, an idea of the proof comes
down to proving that X exists, with W5 as the characteristic exponent. It turns out that X®
is a square integrable martingale with an almost surely countable number of jumps on each finite
time interval of magnitude less than one. One can see it as a point process with "small" jumps or
superposition of some compound Poisson processes with different arrival rates and some drift.
One can also observe that using the word "large" jumps for jumps at least one and the word
"small" jumps for jumps less than one is somehow arbitrary. The crucial idea is to split the jump
structure near to the origin ("small" jumps) and far from the origin ("large" jumps). There is
nothing special about point 1, we could chose any ¢ > 0 and divide R\ {0} into (—¢,0) U (0, €) and
(—o0, —€] U [6,00).

One can observe that the identification of the Lévy process is related to the triple (a, o, II). In the
next part, we will present some known examples. However, before we do that, we would like to
cite one more result, which is often essential when working with Lévy processes.

Lemma 1.1.7. A Lévy process with Lévy—Khintchine exponent corresponding to the triple (a, o, 1)
has paths of bounded variation if and only if

oc=0 and / (LA |z|)(dx) < occ.
R\{0}
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1.2 Examples

1.2.1 Linear Brownian motion

Let us start examples with one of the most important stochastic processes.

Definition 1.2.1. Stochastic process W = {W, : t > 0} defined on the probability space (2, F,P)
is called standard Wiener process (standard Brownian Motion) if it satisfy the following conditions:

(i) trajectories of W are P-almost continuous,
(i) P(Wy=0) =1,
(117) for 0 < s <t, Wy — W has the same distribution as W;_,
() for 0 <s<t, W, —Wj is independent of {W, : u < s},
(v) for everyt > 0,W; ~ N(0,t).

Again, one can take [ as the natural filtration of the above process. One can see that the standard
Wiener process belongs to the class of the Lévy processes. Moreover, one can obtain another
process, called a linear Brownian motion, as follows. For every ¢ > 0 we define

By = put + oWy,
where p € R,o0 > 0 and W = {W, : t > 0} is the standard Wiener process. It is also the Lévy

process. Its decomposition triple is (—pu, c,0).

1.2.2 Poisson process

Definition 1.2.2. Process N = {N, : t > 0} defined on the filtered probability space (2, F,P) is
called Poisson process (with the intensity X\ > 0) if possess the following properties:

e trajectories of N are cddldg,

e P(Nyg=0)=1,

o for 0 <s <t N;,— N has the same distribution as N;_,,

o for 0 <s<t, N, — Ny is independent from {N, : u < s},

e for everyt > 0, Ny has Poisson distribution with parameter \t.

Again, one can take [ as the natural filtration of the above process. The above definition implies
that the Poisson process belongs to the class of the Lévy Processes. Its decomposition is equal to
(0,0, Ad1), where d; is a Dirac measure on {1}.
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1.2.3 Compound Poisson process

Another example comes from the previous one. Namely, let us start with the random variable

M
X=>¢,
=1

where M ~ Poiss(/\)ﬂ A>0and {§ :i> 1} is a sequence of i.i.d random variables independent
from M, with the same distribution p (which does not have mass at zero). We can see that its
characteristic exponent is equal to

E (61'92%1&) — oM e (1—e®)u(dz)

Thus, one can observe that this random variable is infinite divisible and has decomposition (a, 0, IT),
where a = _)\flx\<1 zp(dx) and I(dx) = Ap(dz). Now, let N = {N; :t > 0} be a Poisson process
with intensity A > 0. Let us define compound Poisson process X = {X; : ¢t > 0} as

N¢
Xi=Y & t>0.
i=1

Thus, from above, Lévy triplet is equal to (a,0, \u). Moreover, one can observe that this process
is a part of the Cramer-Lundberg process mentioned in the introductory part of this thesis.

1.2.4 Inverse Gaussian process

Let W be a standard Brownian motion, and let us define
Ts = inf{t > 0 : W; + bt > s}.

That is the first time when W with drift b > 0 crosses the level s. It turns out that this random
variable is also infinity divisible. Its triple is equal to (a, 0, II) where

b
a= —256‘1/ (2m) "2V gy,
0

2:1)
I(dz) = s e_de:cl{Do} (x).

1
V23

1.2.5 Stable Process
Let us start with the definition of stable distribution.

Definition 1.2.3. Random wvariable Y has a stable distribution, if for every n > 1 there exist
constants a, > 0,b, € R, such that

Yi++Yn£anY+bna

where (Y;)1, are independent copies of Y. If b, = 0 we say that Y is strictly stable.

=1

Here Poiss(\) means Poisson distribution with parameter \
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Lemma 1.2.4. Coefficient a, is of the form a, = ne for a € (0,2]. As for a = 2 the distribution
of Y is normal, we will consider only a € (0, 2).

Lemma 1.2.5. Let Y be a stable random variable. Its characteristic exponent is of the form

¥(0) = c|f|*[1 — iBsign(0) tan(75*)] + €0, when a # 1,
el + iBsign(0)2 log(|0])] + €0, when a =1,

where a € (0,2),6 € [-1,1],¢ > 0,£ € R.

Remark 1.2.6. As it is clear from the definition of stable distribution, this variable is also infinitely
divisible. To connect characteristic exponent with decomposition triple, one needs to set o = 0,
and its Lévy measure has the following form

C C
T(dz) = ﬁ%m) ()dx + —o 1 (oo 0y (z)dx,

‘x’H—a
where ¢ = —(c14co)'(—a) cos(ma/2), ¢1,co > 0, T is the Gamma function and 8 = (c1—cq)/(c1+¢2)
if a # 1 and ¢y = ¢y if « = 1. The choice of a, from Lévy triplet, is then implicit.

1.3 Markov processes and Feller semigroups

For now, we saw a definition of the Lévy process through the Lévy-Khintchine formula. There are
few possibilities on how one can proceed to define this class, each beneficial. The former approach
underlines the probabilistic structure of every Lévy process. But, as the Lévy process is (strong)
Markov process, one can start reasoning from this point of view. It will be beneficial in terms of
understanding objects like P, E, or the infinitesimal generator of the process. As the infinitesimal
generator plays a crucial role in applications, it is also natural to ask how large the class is for
which we can define a similar operator. It will be important in Chapter 2, where we will show
that the so-called refracted Lévy process belongs to the family of the Feller processes. Therefore,
this section will give a rough introduction to the Markov processes and Feller semigroups. This
section is quoted from Khoshnevisan and Schilling [54|E]. In addition, we also recommend Chapter
17 from Kallenberg [31].

Definition 1.3.1. A (temporally homogeneous) Markov transition function is a measure kernel
p(z,B),t >0,z € R,B € B(R)ﬂ such that

a) B — ps(x, B) is a probability measure for every s > 0 and x € R,
b) (s,x) — ps(z, B) is a Borel measurable function for every B € B(R),

c) the Chapman-Kolmogorov equations hold

ps—i-t(x?B) = \/pt(y7B)ps($7dy)a fO’f’ all Svt Z 07'17 € RvB € B(R)

2Clearly, we need this part only for 1-dimension Markov processes. However, a more general setting can be found
in Khoshnevisan and Schilling [54]
3Here B(R) stands for the family of the Borel sets on R
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Definition 1.3.2. A stochastic process X = {X; : t > 0} is called a (temporally homogeneous)
Markov process if there exists a Markov transition function py(z, B) such that

P(X; € B|Fs) = pi—s(Xs, B) a.s. forall s <t,B e B(R).

Definition 1.3.3. A (universal) Markov process is a tuple (Q, F,F = {F, : t > 0},
X ={X; :t>0},{P, : « € R}) such that pi(z, B) = P, (X € B) is a Markov transition function
and X 1s for each P, a Markov process in the sense of Deﬁnition such that P, (Xo = z) = 1.

In particular,
P.(X; € B|F;) =Px (Xi—s € B) P,-a.s. for all s <t,B € B(R).
Lemma 1.3.4. Let X = {X; :t > 0} be a Lévy process on R. Then
pi(x,B) =P, (X, € B):=P(X;+2€B), t>0,2€R,BeB(R),
18 a Markov transition function.

From the proof of this lemma, we can also deduce that

pi(x, B) = / 15z + y)P(X, € dy) = / 1. (s)P(X, € dy) = (0, B — ),

Thus, one can observe that kernels p;(z, B) are invariant under shifts in R (translation invariant).
In case of the Lévy process we will write p,(B — x) := pi(x, B). Let By(R) be a set of Borel
bounded measurable functions. Using the Markov transition function p(z, B) we can define a
linear operators as the following:

P f(z) = /f(y)pt(a:,dy) =E.f(Xy), fe€ByR),t>0zeR. (1.1)

Such operators can satisfy a lot of essential properties. Therefore, we state the following definition.

Definition 1.3.5. Let Cy(R) denotes the space of continuous functions vanishing at infinity and
Cy(R) denotes set of the continuous bounded functions. Moreover, let (P;);>o be defined by ((1.1).
The operators are said to be

a) action on By(R), if P, : By(R) — B,(R),

b) operator semigroup if Py = P, o Py for all s,t >0 and Py =1,
c) sub-Markovian if 0 < f <1 = 0< P f <1,

d) contractive if || Pif]|oo < ||f]loo for all f € By(R),

e) conservative if Pl =1,

[) Feller operators, if P, : Cy(R) — Co(R),

g) strongly continuous on Co(R) if limy_yo ||Pif — flleo = 0 for all f € Cy(R),
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h) strong Feller operators, if P, : By(R) — Cy(R).

Lemma 1.3.6. Let (P,)i>o be defined by (L.1)). The properties a) — e) from Definition [1.3.5 hold
for any Markov process, a) — g) for any Lévy process, and a) — h) hold for any Lévy process such
that all p,(dy) = P(X; € dy),t > 0, are absolutely continuous with respect to Lebesque measure.

Through this section, we will be working with the following family
Definition 1.3.7. A Feller semigroup is a family of linear operators

Pt . Bb(R) — Bb(R)

satisfying the properties a) — g) of Definition[1.3.5,

Remark 1.3.8. If (P,)i>0 is a Feller semigroup then there exists a unique stochastic process (a
Feller process) with (P;)i>0 as a transition semigroup.

Definition 1.3.9. Let (P,)i>0 be a Feller semigroup. The (infinitesimal) generator is a linear
operator defined by

D) = {1 € Cu®)|3g € Cul®y :tgl | L= = | <o},

rf:hmazfﬂ f e D).

t—0

Lemma 1.3.10. Let (P;)i>0 be a Feller semigroup with infinitesimal generator (I',D(T")). Then
P,(D(I')) c D(T') and

%Ptf =TP,f=PIf, foralfeDI),t>0.

Moreover, fot P.fds € D(T') for any f € Co(R), and
t
Bf—f:r/ Pofds, feCo(R),t>0
0

t
_/ P.Tfds, feD()t>0.
0

Sometimes it is more beneficial to work with the so-called resolvent, as we will see in Section [2.4.4

Definition 1.3.11. Let (P,)i>o be defined by (1.1). The resolvent is a linear operator on By(R)
given by

Ryf(x) := /000 e MPf(x)dt, f€ By(R),z €R,\>0.

We call (Rx) >0 as the resolvent of a Feller semigroup if associated (P;)i>o is a Feller semigroup.

We can give probabilistic intuition behind resolvents. Let e) be a exponential random variable
with the parameter A > 0. Then

R)\f<33') = E:L‘(f(XeA))

The following theorem connects resolvents with the generator of the Feller semigroup.
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Theorem 1.3.12. Let (I, D(T")) and (Ry)x>o be the generator and the resolvent of a Feller semi-
group. Then
Ry=M\-DI)" forall\>0.

One can also use the resolvents to prove that the family (P;);>¢ of linear operators is the Feller
semigroup.

Theorem 1.3.13. Let (Ry)xs0 be a resolvent associated with (P;);>o defined by (1.1). If the
(Rxa)aso satisfy

1. forallq,p>0, R,— R, = (p— q)R,R,,

2. forall g >0, ||[¢R,1| <1,

3. for all ¢ >0, R, is a map from Cy(R) to Cp(R),

4. for all f € Cy(R), lim,, ||[¢Ryf — fIl = 0.
Then (Py)i>o is a Feller semigroup.

One can find proof of this theorem (in a slightly different form) in the Kostrykin et al. |33]. It
is natural to ask about the shape of the infinitesimal generator for a given class of processes.
Therefore, we will state below two propositions, one for Lévy processes and the second for Feller
processes.

Proposition 1.3.14. Let X be a Lévy process with the Lévy-Khintchine triple (a,o,11). Then, the
infinitesimal operator 1" is of the form

Df(w) = af (@) + 5 f" (@) + / [z +y) = [(@) = [ @)y <] T(dy),
R\{0}
for sufficiently smooth f. [

Proposition 1.3.15. Let X be a Feller process. Then, the infinitesimal operator I" is of the form

Cf@) = a)f (@) + S0 @+ [ () = 1) = £ @yt dy),
R\{0}

where (a(:v),q(:v),H(:v,j) is a Lévy-Khintchine triple for every fixed x € R and f is sufficiently

smooth.

Intuitively, Proposition [1.3.15| outlines that the Feller process behaves as the Lévy process in a
short period. The following result allows the creation of the new martingales using the infinitesimal
operator.

4Here and after sufficiently smooth depends on the specific Lévy process in the consideration. This we will
explain later when this operator will be in use.



CHAPTER 1. LEVY PROCESSES 10

Corollary 1.3.16. Let X = {X; : t > 0} be a Feller process with generator (I',;D(I")) and
semigroup (Py)i>o. For every f € D(I') the process

M= F(X,) —/t Uf(X,)dr, t>0,
0

is a martingale for the canonical filtration FX := 0(X, : s <t) and any P,,x € R.
In the end, we give the Dynkin’s formula.

Lemma 1.3.17 (Dynkin’s formula). Let X = {X; : t > 0} be a Feller process with generator
(I, D)) and semigroup (P;)i>o. For every stopping time o with E,0 < oo one has

E.f(X,) — f(x) = E. { /[ ) Ff(Xr)dT] - fenm)

1.4 Scale functions for spectrally negative Lévy processes

Definition 1.4.1. We call Lévy process X spectrally negative if its Lévy measure I1 is concentrated
only on the negative half-line i.e. 11((0,00)) = 0.

From now we assume that X is a spectrally negative Lévy process. The assumption about one-
sided jumps allows us to work with the Laplace exponent rather than the characteristic exponent.

Namely,
Y(A) = log E(eM) = — (i),

which is finite at least for all A > 0. Then one can write it as

Y(0) =log(E[e"™]) =10 + 30292 + /

(eel’ —-1- 0:61{,1<x<0}>1_[(d:c),
(_0070)

The function ¢ : [0, 00) — R is zero at zero and tends to infinity at infinity. Further, it is infinitely
differentiable and strictly convex. In particular ¢'(04+) = E(X;) € [~00,00), which determines
long term behaviour of the process. Namely, when ¢ (0+) > 0, then lim,_,., X; = #o0 and if
' (0+) = 0, then limsup, ,_ X, — liminf,_,., X; = oo, which means that process oscillates. Define
the right inverse

®(q) :=sup{A > 0:9(\) = ¢},

for each ¢ > 0. If 1/'(0+) > 0 then A = 0 is the unique solution to (\) = 0 and otherwise there
are two solutions to the latter with A = ®(0) > 0 being the larger of the two, the other is A = 0.
As we investigate exit problems of Lévy processes, we will need a definition of the first passage
times. Namely, define for a € R

7, =inf{t >0: X, <a}

and
.f=inf{t >0: X, > a}.

Note that due to working with the class of the spectrally negative Lévy processes, the only pos-
sibility to upper cross level a is by the continuous passing. As in the Section [I.3] we shall endow
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X with probabilities {P, : € R} such that under P,, we have X, = x with probability one.
Furthermore, E, denotes the expectation with respect to P,. We will use a convention that P = P,
and E = [E;. One can be interested in obtaining a semi-analytical representation of the following
expression (the so-called two-sided exit problem) for 0 < z < ¢

_grt
Ee[e™ 1 ey (1.2)

Namely, one would like to examine a unit payment made when the process reaches level ¢ before
the first moment the process go below zero. This payment is additionally discounted by a discount
factor of ¢ > 0.

There is another interpretation from a more theoretical point of view. Assume that the state space
is enlarged with an absorbing state 9. Let us call it cemetery state. Moreover, let e, be a random
variable with distribution Exp(q), independent from X. If ¢ > e, we put X into state ©J. We call
this behaviour a killing of X. Then, expression is the probability that the process reaches
level ¢ before crossing 0 from above and before being killed by e,. There are some situations where
this duality of view is convenient. It will be clear in Chapter [3, where results can be used in various
applications, independent at first glance. To obtain an analytical expression for the expectation
in , define the following family of functions.

Theorem 1.4.2. For each ¢ > 0, there exists a function W@ : R — [0,00), called the q-scale
function, that satisfies W'D (x) = 0 for x < 0 and is characterised on [0,00) as a strictly increasing
and continuous function whose Laplace transform is given by

o0 1
—bzyy7(q) —
e "W\ (x)dr = ———, for 0 > ®(q).
/ ST @
Moreover, we define the second scale function by
Z( —1+q/ WQ) )dy, for x € R.

It turns out that for a <z < c and ¢ > 0 (see e.g., Kyprianou [36])

W@ (z —a)
—qrd _
ECE [6 1{7'c+<7—a_}i| - W(q) (C . CL) )

and also for ¢ > 0

Z9D(c - a)
2N W@ —
W (e — a) W\ (z — a).

Above expectations are called two-sided exit problems. Moreover, one can also consider one-sided
counterparts. For x € R and ¢ > 0

. q
. [0 1y ] = 29(0) — W),

where we understand 5 ) in the limiting sense for ¢ = 0, so that

E, [e—qm‘ 1{7’[<Tc+}} - Z(‘Z)(I —a) —

P.(r5 < o0) =

1— ' (0+H)W(x) if¢'(0+) >0
1 if ' (04) <0
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Let us note that the above is a probability of a classical ruin time in the infinite time interval.
One can express the occupation measures for X in a given Borel set A in terms of scale functions.
In particular, we are interested in not only whole lifetime of the process but as well time restricted
up to the times 7,7, 7;” and 7 := 7,7 A7, . One can find the following theorem in e.g. Kuznetsov et
al. [34].

Theorem 1.4.3. (i) For alla> x> 0,q > 0 and Borel set A C [0, a

o W@ ()W (a —y)
ot B W@ (e _
E:c |:/O e 1{X¢€A,t<’r}dt:| = /A { W(q) (a) w (l’ y)} dy

(i1) For all a > x and Borel set A C (—o0,al,

B [/0 ) tl{XtEA t<tq }dt] / {e—CI)(q) o W(‘J)(a —Y) - W(Q) (= }dy

(111) For all > 0 and Borel set A C [0, 00),
E, {/0 e_th{XteA,t<‘ro}dt:| = /A {e—‘?(q)yw(@@) — W@ (x— }dy

(iv) For all x € R and Borel set A C R,

B | [T timendt] = [ {#@e o - w0}y
0 A

Scale functions occur in many fluctuation identities. Thus, the natural question is if it is possible
to calculate them explicitly. For some particular examples, like Brownian motion with drift or
Cramér-Lundberg process with exponential jumps, the form of functions W@ and Z@ can be
obtained explicitly (see Bertoin [6], Kyprianou [36], Hubalek and Kyprianou [24] and Kuznetsov
et al. [34]). We also present some explicit results in Section For all others, there is a need
to use numerical methods for inverting the Laplace transform. We recommend Section 5 from the
article Kuznetsov et al. [34] for more details about numerical methods.

1.4.1 Properties of scale functions

Previously, we saw that one could translate some exit problems into the language of the scale
functions. Thus, it is rewarding to understand some analytical properties of these functions. Let
us cite from Kuznetsov et al. [34] the following lemmas and corollary.

Lemma 1.4.4. For any q > 0, the scale function W9 is almost everywhere differentiable.
Moreover, for some special cases of the Lévy processes, one can prove that W@ is even smoother.

Lemma 1.4.5. For each q > 0, the scale function W9 belongs to C*(0,00) if and only if at least
one of the following criteria holds,

¢ 040,
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o [ 1o lallIde) = oo,

e II(z) :=II(—oc0, —x) is continuous.
The last of these types of results will be the following corollary.

Corollary 1.4.6. When X has paths of bounded variation the scale function W9 does not posses
a deriwative at x > 0 (for all ¢ > 0) if and only if 11 has an atom at —x. In particular, if 11
has a finite number of atoms supported by the set {—x1,...,—x,} then, for all ¢ > 0, W@ ¢

CH(0,00) \ {z1,...,2,}).

Next, we would like to understand how the scale function behaves at its origin. Let us set p :=
a—+ fol xll(dz) when process X is of bounded variation (this quantity then represents drift of the
process). Then,

1

W@ (0+) = { »’

0, otherwise.

when X has bounded variation paths, (1.4)

Similarly, one can obtain a value of the right limit of W@’ at 0. For ¢ > 0

%, when o # 0,
W@ (0+) = w, when o = 0 and TI(—o00,0) < oo,
+00, when o = 0 and II(—o0,0) = oco.

There is much more that one can say about the behaviour of the scale functions. But, we will cite
one last result, namely the following theorem from Loeffen and Renaud [47].

Theorem 1.4.7. Suppose that I1 is log-convex function. Then for all ¢ > 0, W9 has a log-convex
first derivative.

1.4.2 Examples of the scale functions
Linear Brownian motion

Recall that we defined linear Brownian motion as process X = {X; : ¢ > 0} such that for ¢ > 0
Xt = ,U/t + O'Bt,

where € R, 0 > 0 and B is a standard Brownian motion. Its characteristic function is equal to
S0(9) — 62’0;1—%0202
Thus, its Laplace exponent is equal to

2)\2
W(N) = A+ "2 .

From the definition of W@ one can obtain that

o 1
/ e W (2)dx =
0

b+ 55—
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Thus, after simple calculations, we have that

W(@(x) — % <€p2:v - e*ﬁl:}c)7
a?p

where
VI +2q0% + 1> +2q0% — p 2y/p* 4 2qo*
p1 = 2 , 2= 2 p=pitpr =

In particular, for ¢ = 0 we have that

WO (z) = % (1-e%).

Cramér-Lundberg process with exponential claims
In the second example, we will consider the Cramér-Lundberg process with exponential claims

Ny

Xt:Qf“—pt—ZU“

=1

where z € R, p > 0, {U;}3°, is an i.i.d. sequence of exponential random variables with the
parameter p > 0, and N = {N;};>¢ is a homogeneous Poisson process with the intensity A > 0.
We also assume that the Poisson process and the exponential random variables are mutually
independent.

For this process, the scale function is of the following form (see, e.g. Czarna [13])

1 ]
W(Q)(x) — _(A-i-eq*a: — A et x>’
P
with
O S | VA R S ) L TN PO B C)
2p ’ " —q

In case of ¢ = 0 we have

1 )\ — —HKPp
WO () = ( PP Asprg D ) '
P P A= pp

1.4.3 Spectrally negative stable process

Let X be a spectrally negative stable process of index « € (1,2). The Laplace exponent is then
»(0) = 0°.
Bertoin in 7] found that the scale function is of the form

W@ (z) =z E (qz%), >0,

o8] 1

where E,, is the derivative of the Mittag-Leffler function of index a given by E,(z) = > o0 "5 T
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1.5 Problem of the optimal dividend payments for spectrally
negative Lévy processes

In this thesis, we will deal with the problem of optimal dividend payments. This problem has been
widespread in applied mathematics since de Finetti [19], who was the first to introduce the dividend
model in risk theory. In his work, he proved that for a simple random walk with £1 increments and
under the rule of maximising the expected discounted dividends before the classical ruin time, the
optimal strategy is the barrier strategy described as follows. For a fixed level a > 0, whenever the
surplus process reaches this level, one reflects the process and pays all excess above a as dividends.
In the literature, there is a rich set of articles that studied this problem in the continuous-time
framework; see, e.g., Avram et al. |5], Loeffen [44] and Loeffen and Renaud [47|, where the value
function of the barrier strategy and the optimal barrier level were described in terms of the scale
functions. In the introductory part, we presented the practical foundations of this problem. Let
us recall that paying dividends is the problem of compensating those who have invested in the
company. Usually, in these issues, there must be a balance between paying as much money as
possible for investors to be satisfied and managing the risk of bankruptcy.

Our goal here is to provide a pattern of behaviour in solving this problem without going into
technical details. Of course, as the models tend to be more complicated, the reasoning differs in
some way from the one presented here. One can find an example of complete steps in Section [2.4.4]
Let us assume that X is a spectrally negative Lévy process. Let m be a dividend strategy, such
that non-decreasing, left-continuous F-adapted process L™ = {L] : ¢t > 0} represents cumulative
sum of dividends paid until time ¢. As the next step, define for t > 0

Ur =X, — L.

We call process U™ = {U]" : t > 0} a controlled risk process. It is a process that controls the amount
of money left after dividend payments, which will interest us from a practical and theoretical point
of view. For U™, let us define the moment of classical ruin as

o" =inf{t > 0: U < 0}.

Naturally, this moment of ruin is not equal to the first time when X goes below zero. However,
these times will be equal given the event that no dividend payment ever occurs. This fact allows
us to leverage the X's exit problems into the U’s exit problems. Before we present a candidate
for a dividend payout strategy, we need to state what conditions are set for a given strategy to be
considered. We say a strategy is admissible if the controlled risk process does not cross zero from
above after the dividend payment. Mathematically speaking we require that L], — LT < U[" for
t < o™. Let A be the set of all admissible dividend strategies.

The essential tool to work with is the value function, defined as

e

ve(x) = E, [/ e_qtde} ,
0

where ¢ > 0 is a discount factor and = > 0 is an initial capital of the company. Therefore, the
whole problem comes down to maximising the value function, hence finding

0.(2) 1= sup us(a),
mell
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for every x and an optimal strategy m € A, such that
/U*('T) = UW(I').

The candidate we will consider here is a barrier strategy at a > 0. From the practical point of
view, it means to pay everything above level a. Theoretically, it reflects the process X — a at its
supremum. Namely, define L* = {L¢ : t > 0} such that for ¢t > 0

L} :=sup[X; —a] V0.

s<t

Thus, let U and o be the controlled risk process and the ruin time for the barrier strategy at the
level a, respectively. In work Avram et al. |5, the authors proved that

Theorem 1.5.1. Let a > 0. For x € [0,a] it holds that

ot W@ (x)
]Ex / G_qtdLa:| = —.
[ 0 ! W@ (a)
The proof is based on the use of excursion theory, and in particular, the equality proved in work
Avram et al. [4]

a

T W(Q)(a)
—at o
Eo {/0 e 9 dSt] = —W(q)/(a),

for S; := supg<,<;(Xs vV 0) and 7* = inf{t > 0: S; — X; > a}. The authors used also

a a

E, [/ 6_qtde} =E,_, [/ e_qtdst} )
0 0

Getting a representation of the value function is crucial. Hence, it is worth to consider other proof
techniques. In the article Renaud and Zhou [53|, the proof is based on the simple properties of the
spectrally negative Lévy process as well as the strong Markov property. They proved even more,
namely for £ > 1, that

o? k
< / eqtde)
0

They approached it in such a way that, at first, they obtained the result for the kth moment,
assuming that the process start from the barrier level

a k .
o WG (q)
—at e = kirk
(/0 e st> ] k'szlw(iq)/(a)'

Then the idea was that to define for any n > 1

Tn:inf{tZ:thz (l,a+l)},
n n

and next to obtain lower and upper bounds for the kth moment. Then, going with n to infinity,
the result follows. Calculating lower and upper bound was crucial here, and the same approach

'W(kq) (z) ., W0D(q)

= WD () = T (q)°

=k

Eq
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was used in other articles, e.g. Czarna et al. [16]. In particular, in this thesis, one can find a
similar idea in Section 3.4

Having a representation of the value function, it remains to prove the optimality of the barrier
strategy. The first step is to select a candidate for the optimal barrier level. Loeffen, in work [44],
proposed that the optimal level should be of the form

a* =supf{a > 0: W@ (a) < W (z) for all z > 0}. (1.5)

The form of this level seems to be very natural when one looks at the representations of the value
function. Then, in the same paper, the author proved the following theorem.

Theorem 1.5.2. Suppose W9 is sufficiently smooth and
W(q)’(a) < W(q)’(b), fora* <a<b.
Then the barrier strategy at a* is an optimal strategy.

Hence, checking the optimisation of the strategy comes down to analysing the shape of the scale
function. The proof of this theorem was done in traditional way in this theory. First, for the
spectrally negative Lévy process X, the infinitesimal operator I' is of the form (for sufficiently
smooth f)

2
D) =af @)+ GF @+ [ [fe=0) = @)+ £ @lozenliid)
where (a, o,II) are the parameters from the Lévy-Khintchine representation. Note that for con-
venience, from now we assume that the Lévy measure has a mass on the positive instead of the
negative half line. This assumption leads to rewriting all respective equations to ensure that X
has only negative jumps. Then, the following two lemmas are crucial in proving Theorem [I.5.2]
Especially the first one, which is usually called the Verification Lemma. In this lemma, we will
show sufficient conditions for the admissible dividend strategy to be the optimal one. Moreover,
it involves the well-known Hamilton—Jacobi-Bellman (HJB) equation.

Lemma 1.5.3 (Verification Lemma). Suppose 7 is an admissible dividend strategy such that v is
sufficiently smooth and for all x > 0

max{Tv;(z) — qus(x),1 — v (2)} <0 (HJIB inequality).
Then v (z) = v*(x) for all x € R.

The proof is based on showing that if 7 € A satisfies the lemma conditions then 7= > v,. Mainly,
it is done with the use of It6’s Lemma. In more detail, we will show a similar proof in Section
[2.4.4] The second lemma tells when the 7.+ strategy meets the conditions of the above lemma, i.e.
when it is the optimal strategy.

Lemma 1.5.4. Suppose W9 is sufficiently smooth and suppose that
(' = q)var <0 for x> a*.
Then v, (x) = vg for all x € R.

These two lemmas together are sufficient to prove Theorem [I.5.2]
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1.6 Elements of the stochastic calculus

As we mentioned previously, some elements of the stochastic calculus are needed to prove that the
dividend strategy is optimal. Therefore, in this section we will recall some basic facts and theorems
from the stochastic analysis, mainly from the Lévy processes’ point of view. This part is quoted
from the book of Protter [51].

We will start with the theorem, which is strictly connected with the Lévy-Khintchine decomposi-
tion.

Theorem 1.6.1. Let X be a Lévy process. Then X has a decomposition
Xy =0B; + Y4,
where B is a (standard) Brownian motion and Y = {Y; : t > 0} is of the form

Y, = / JZ(Nt(,d:L‘) — tH(de‘)) + at + Z AX51{|AXS|21}a fO?“t >0,
lz|<1

0<s<t

where for any set A, 0 ¢ A, N} = [y Ni(+,dx) is a Poisson process independent of B; NA s
independent of NI whenever A and T are disjoint; N} has parameter TI(A); and II(dx) is a
measure on R\ {0} such that [ min(1,2*)II(dz) < co.

Next, we have the result that every Lévy process is a semimartingale.

Definition 1.6.2. We will say an adapted process X witch cddldg paths is decomposable if it can
be decomposed X; = Xo+ M+ A;, where My = Ag = 0, M is a locally square integrable martingale,
and A is cddldg, adapted, with paths of finite variation on compacts.

Theorem 1.6.3. A decomposable process is a semimartingale.
Corollary 1.6.4. A Lévy process is a semimartingale.

The quadratic variation process of a semimartingale, also called the bracket process, will play an
essential role in changing the variable formula.

Definition 1.6.5. Let X, Y be semimartingales. The quadratic variation process of X, denoted
(X, X] = ([X, X]t)t0, is defined by

(X, X] = X2 — Q/XdX,

with Xo_ = 0. The quadratic covariation of X,Y, also called the bracket process of X,Y, is defined
by
[(X,Y]:= XY—/XdY—/YdX.

Corollary 1.6.6 (Integration by parts). Let X,Y be two semimartingales. Then XY is a semi-
maartingale and

XY:/X_dYJr/Y_dXﬂX,Y}.
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We will need to divide the bracket process into two parts: continuous and jumps ones. Thus, we
have the following definition.

Definition 1.6.7. For a semimartingale X, the process [ X, X|¢ denotes the path-by-path continu-
ous part of [X, X]|. We can then write

X, X = [X, X+ X5+ ) (AX,)2

0<s<t
Analogously, [X,Y]¢ denotes the path-by-path continuous part of [X,Y].
Definition 1.6.8. A semimartingale X will be called quadratic pure jump process if [ X, X]°¢ = 0.

Note that if X is a quadratic pure jump, then [X, X|, = X§ + > _.,(AX,)?. From the Theorem
one can get that Y; from this theorem is a quadratic pure jump semimartingale. Therefore,
for the Lévy process X we have that [X, X|¢ = [0B,0B|{ = o¢%. Now, we can proceed to the
well-known Ité’s formula, a change of variables formula for the semimartingales. At first, we will
start with the version that deals with the functions from C?(see EI)

Theorem 1.6.9. Let X be a semimartingale and f be a C? real function. Then f(X) is again a
semimartingale, and the following formula holds:

F)=100) = [ £ Oty [ 7O X+ 3 ()10~ (XAX))

0<s<t

Also important is a multi-dimensional analogue. In particular, to have the change of variable
formula in case of time and space functions.

Theorem 1.6.10. Let X = (X',...  X") be a n-tuple of semimartingales, and let f : R® — R
have continuous second order partial derivatives. Then f(X) is a semimartingale, and the following
formula holds:

The above versions of the It6 formula are sufficient for many applications. However, sometimes
one can also need to use a change of variable formula for less smooth functions. For example, we
can consider functions whose first or second derivative has a finite number of single discontinuities.
It turns out that the so-called local times are proper tools for developing such formulas. We need
to start with the following theorem, which also says that the semimartingales are preserved under
convex transformations.

®We denote C? as a set of the twice continuously differentiable functions
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Theorem 1.6.11. Let f : R — R be conver and X be a semimartingale. Then f(X) is a
semimartingale and one has

F(X0) — F(Xo) = / S XX+ A

where ' is the left derivative of f and A is an adapted, right continuous, increasing process.

Moreover, AA, = f(X;) — f(Xi) — f/(Xt,)AXt.
Definition 1.6.12. The sign function is defined to be

. 1, ifx>0,
sign(x) = L1 ifr<o

We further define ho(z) := |z| and hy(x) := |z — al.
Since h,(x) is convex by Theorem [1.6.11| we have for a semimartingale X

t
ho(Xy) = | Xy — al = | Xo — af +/ sign(X,_ — a)dX, + A7,
0+

where Af is the increasing process of Theorem |1.6.11]

Definition 1.6.13. Let X be a semimartingale. The local time at a of X, denoted by L} = L*(X),,
1s defined to be the process given by

L? = A? - Z {ha<Xs) - ha(Xs—) - h;(Xs—)AXs}'

0<s<t

One can see that the local time L* is the continuous part of the increasing process A“. The
following theorem is a generalization (in some sense) of the Theorem [1.6.9]

Theorem 1.6.14 (Meyer-It6 formula). Let f be the difference of two convex functions, f be its
left derivative, and p be the signed measure (when restricted to the compacts) which is the second
derivative of f in the generalized function sense. Then the following equation holds:

L : 1 [
FO0) = 1000) = [ PO+ 3D {0 = () — X)X+ 5 [ L,
0+ 0<s<t —c0
where X is a semimartingale and LY = L (X) is its local time at a.

The following two corollaries will help us to work with the local times.

Corollary 1.6.15. Let X be a semimartingale with local time (L*).er. Let g be a bounded Borel
measurable function. Then a.s.

[ tratanda = [ g xi;

—00
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Corollary 1.6.16. Let X be a semimartingale with local time (L*).cr. Then

X, X]¢ = / Leda.

[e.9]

Having this, one can deduce a helpful version of Theorem [1.6.14]

Theorem 1.6.17 (Extant second derivative Meyer Ito formula) Let f € C' (see El) with an

absolutely continuous derivative [ such that f(b) f [ (u)du, with f* being locally in
LY. Then
t
A~ 00 = [ F(Xi)dXery / P X+ 3 (X))~ F(Xe )= f (X, )AX,)}.
0+ 0<s<t

The last theorem we would like to quote is the version for the functions that are not in C*. But,
at first, we need to state the following hypothesis.

Hypothesis A 1.6.18. For the remainder of this section we let X denote a semimartingale with
the restriction that ), ., |AX,| < o0 a.s., for each t > 0.

Again, the following corollary simplifies work with the local times.

Corollary 1.6.19. Let X be a semimartingale satisfying Hypothesis A. Then for every (a,t) we
have
1 t
L? = lim - 1{a§Xs§a+e}d[X7 X]g, a.s.
0

e—0 €

and
t

1
L™ =lim - 1{a,6§X5§a}d[X, XS, as.

e—0 €

Now, we can quote the last theorem.

Theorem 1.6.20 (Bouleau-Yor Formula). Let X be a semimartmgale satisfymg Hyphothesis A,
U a positive random variable, f a bounded, Borel function, and F(x fo w)du. Then

F(Xy) - F(Xp) = /f WX, 5 [ L+ Y {FO) = F(Y.) = FXAX.),

0<s<U

6We denote C'! as a set of the continuously differentiable functions



Chapter 2

Refracted Lévy process & Parisian ruin
time

In the previous chapter, we introduced the concept of the spectrally negative Lévy processes. For
this class, we have shown solutions to the exit problems and the classical ruin time in terms of scale
functions. Moreover, we have demonstrated the application of these results to the optimal dividend
problem. The first thought that arises when analysing this setting is a restrictive approach to the
ruin. In practice, it takes a particular time for a company to be declared bankrupt (either by itself
or by legal entities dealing with companies’ bankruptcy).

Hence, the basic model is well suited to the problems where results’ conservatism plays a significant
role. However, if one is interested in the accuracy of the results, there is a need to consider more
accurate modelling of the phenomenon. Therefore, this chapter aims to analyse a conceptually
more accurate setting than the classical one from Chapter 1. Moreover, we will apply the proposed
setting to the slightly modified problem of optimal dividend payments.

In particular, it is possible to separate the moment of technical ruin (i.e. reaching zero) from
the moment of actual bankruptcy. In this chapter, we will consider the Parisian ruin time for
bankruptcy time. This stopping time allows us to continue the life of the process even when it
goes below zero. However, if the process’s excursion time is greater than the fixed value of r > 0,
we say that the process is killed (or bankrupt). To complete the model’s accuracy, we will also
introduce a change to the class of the processes considered for modelling. Namely, we want to
assume additional cash injection while the process is below zero. This behaviour will play the role
of saving the company from bankruptcy. To achieve this property, we will consider a controlled
risk process that behaves similarly to refracted Lévy processes near the origin.

We will begin this chapter by introducing the concept of the refracted Lévy processes. Then, we
will show solutions to the exit problems for these processes obtained in the literature. Next, we
will introduce the definition of the Parisian ruin time and immerse this concept in the literature.
Finally, we will combine these two concepts and show the current results of this setting’s exit
problems. Again, scale functions will be key tools for this theory. Finally, we will proceed to the
concept of the optimal dividend problem, as it is the central part of this chapter. Besides, we will
consider fixed transaction costs for every dividend to bring this concept closer to reality.

In Section [2.4.1) we will briefly describe the dividend problem and explain what we mean by
the dividend strategy to be optimal. Sections [2.4.242.4.4] contain the essential results. We will
introduce the impulse (cy, c2) policy and provide sufficient conditions that the Parisian refracted

22
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scale function’s derivative needs to fulfil to ensure that the strategy is optimal. The last part of this
chapter contains examples, where we will give new analytical formulas for the Parisian refracted
scale functions in the case of the linear Brownian motion and the Cramer-Lundberg process with
exponential claims. Using these formulas, we will show a unique impulse policy that is optimal for
the impulse control problem for these models. We will also show numerical examples.

2.1 Refracted Lévy process

2.1.1 Definition

The definition of this process comes from the work of Kyprianou and Loeffen [37]. They introduced
it as a uniquely strong solution R = {R;}:>o to the stochastic differential equation

dR, = dX, — 61 (p,pdt, (2.1)

for X being spectrally negative Lévy process with the Lévy triplet (v,0,1I), § > 0 and b > 0. As
in Lkabous et al. [42], we focus here on the case when the refraction level b equals zero. Moreover,
to be compatible with Kyprianou and Loeffen [37] and Lkabous et al. [42], we subtract § on the
positive half-line instead of adding it on the negative half-line; however, the practical effect stays
the same. Here we will assume that X is a spectrally negative Lévy process. Moreover, we assume
that X does not have monotone paths.

From this equation, it is straightforward to observe that above the level 0, process R evolves as
process Y = {Y; : t > 0} where for every t > 0

}/; = Xt —(St

Since the process Y is a spectrally negative Lévy process with the Lévy triplet (v — §, o, II), its
Laplace exponent is given by ¢y (6) = 1(0) — 66. In particular, process Y retains the probabilistic
properties of the process X, e.g. the bounded/unbounded variation of the paths. Moreover, we
want to emphasise here that the process R is no longer spatially homogeneous, which means that
it is not a Lévy process. In Section [2.4.4] we will prove that the process R is a Feller process and
present form of its infinitesimal generator.

It is interesting how Kyprianou and Loeffen 37| gave the solution of . At first, one needs to
consider the processes with bounded variation. A pathwise construction for these processes divides
the time period into moments when the process is below and above the point b. Namely, the times
of T,, and S,, are defined recursively as follows. Let Sy = 0 and forn =1,2,...

n—1
T, =inf{t > S, : X, =6 (S —T;) > b},
i=1
n—1
Sp=1inf{t >T,: X, =6 (S;—T;) - o(t = T,) < b}.

i=1
Then we have

B - Xy =0y 0, (Si—Th), for t € [S,,T,) and n =0,1,2,...
X - 0N —T) — 6(t —T,), forte[T,,S,)andn=123,...
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Moreover, the times T}, and S, for n = 1,2,... can then be identified as
T,=inf{t > S,_1: R, > b}, S,=inf{t>T,:U; <b}.

For processes of unbounded variation, they used the fact (see Bertoin [6]) that for any Lévy process
X of unbounded variation, one can find a sequence of bounded variation Lévy processes X,, such
that, for each t > 0,

lim sup |X,(s) — X(s)|=0 a.s.

=00 5¢(0,]

Then the solution for the unbounded case is understood in the limiting sense.

2.1.2 Exit problems for refracted Lévy process

First, for a € R, we define the following first-passage stopping times

k, =inf{t >0: R, < a} and ki =inf{t >0: R > a}.

a a

Recall that we denote W@ and Z(9 as the first and second scale function for X, respectively.
Analogously as for X, we can define the scale functions for the Lévy process Y, and we will use
the notation W@ and Z@ for the first and second scale functions for Y, respectively. Let us define
the scale function for the refracted process R as follows. For ¢ > 0 and z,a € R set

w'(z;a) == WD (x —a) + 6/ WD (2 — )W D' (y — a)dy. (2.2)
0

In particular, we write w(@(-) := w@(-;0) when a = 0. One can see that the above definition
differs from the definition of scale functions for X and Y. However, in Kyprianou and Loeffen [37|
and Renaud [52], it was proven that for a < x < cand ¢ >0

(@) (-
} _ w(z;a)
Egp [6 1{Hj—<l~€;} — w(q)(c, a)?
and also for a > z we have

E, (e 1] €07 4 30(q) Jy "W (x — 2)d>
z |€ ¢ = a ’
{rd <o} e®@a + 5B (q) fo e W) (g — 2)dz

(2.3)

Therefore, for process R, the function w(@ gives the same type of representation for the two-sided
exit problem as the scale functions W@ and W@ for the case of the spectrally negative Lévy
processes. Moreover, for w@, the following proposition was proved in Czarna et al. [18].

Proposition 2.1.1. Scale function w(‘I)(-; a) is a.e. continuously differentiable and its derivative
18 equal to

(@) W@ (z — a), for x <0,
w' (z;a) = , w , /
(14 0WD(0)) W' (z —a)+6 [ W' (z — y)WD'(y — a)dy, forz > 0.

In particular, if X is of unbounded variation, then w'9(-; a) is C*((a,00)). In contrast, if we assume
that W@ (- —a) € C*((a,0)) and X is of bounded variation, then w'?(-;a) is also C'((a,c0)\{0}).
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Moreover, similarly one can also define the second scale function as
2D(x;a) = Z9D(x —a) + (5/ WD (2 — )W D (y — a)dy.
0

Then, from Kyprianou and Loeffen [37] or Renaud [52] it also holds that for « <z < cand ¢ >0

_ (@) (o
E, |e %k < "fﬂ — z(q)(x;a) _ Mw(q)@; a).
w(‘D(C; a)

For other representations, we refer to Kyprianou and Loeffen [37].

2.2 Parisian ruin time for spectrally negative Lévy process

As we mentioned earlier, the Parisian stopping time is one of the alternatives to the classical ruin
time. It allows for a less stringent and more practical approach to bankruptcy. Let us formally
define it as

=inf{t >0:t—sup{s <t: X, >0} >r X, <0},

where r > 0 is the so-called Parisian delay, and X is the spectrally negative Lévy process. Next,
let us define the following function as a Parisian scale function

G (z) = / W@ (x + Z>EP<XT € dz).
0 r
For this function one can obtain the following representation of the two-sided exit problem (see

e.g. Lkabous et al. [42] or Loeffen et al. |[46]). For x < cand ¢ >0

G (x)
—qr _
]Ex [6 1{Tj<7""}:| - G(q)(a) ’

2.3 Exit problems for refracted Lévy process and Parisian
ruin time
We now introduce tools that will help investigate the optimal dividend strategy. Namely, let us
define the Parisian ruin time for the process R, for r > 0
Kp:=inf{t >0:t—sup{s <t:Rs >0} >r R <0}
From Lkabous et al. [42], it is known that

V(@) ()
—qrg _
Ex |:6 1{R;<l€%}:| - V(q)(a,)7

where

V(q)(x) - /OO (q)(x —z)— ]P’(X € dz).

From (2.2)), one can see that the initial value of w(@ equals W@ (—a). In contrast, for V(@ one
can find in Lkabous et al. [42] or Loeffen et al. |45] that

/ W@ (2)ZP(X, € dz) = . (2.5)
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2.4 Dividend problem

2.4.1 Mathematical model

Surplus process

From the practical point of view, we want the surplus process to behave like the spectrally negative
refracted Lévy process, which means that we allow injecting (in a continuous way) a certain amount
of money with intensity 0 > 0 when reserves are below zero. However, as we will see later, cash
injection will be directly connected with controlled risk process.

Dividend definition

We will formally introduce the problem studied in this chapter; in particular, we define the opti-
misation criterion and then define a candidate for the optimal strategy. Denote 7 as a dividend or
control strategy, where L™ = {LT : t > 0} is a non-decreasing, left-continuous F-adapted process
that starts at zero. We will assume that process L™ is a pure jump process, i.e.

Ly =Y AL, forallt>0. (2.6)

0<s<t

Here, by ALT = L7, — L7, we mean the jump of the process L™ at time s. Therefore, the random
variable L] can be interpreted as an accumulated dividend up to the time {. Note that the
pure jump assumption is taken directly from the presence of non-zero transaction costs, and such
control strategies as are known as impulse controls. Let us define the controlled risk process
U™ = {U] :t > 0} by the dividend strategy m as the strong solution to the following stochastic
differential equation

dU{ = dXy — 01 yr-oydt — dL], (2.7)
with U] = X,. Here, we additionally assume that 6 < v+ f(o,1) xll(dx), where we recall that the
and I come from X'’s Lévy triplet. One can observe that we cannot say that refracted process is
our surplus process as the time when we introduce refraction depends on the dividends paid until
this time. However, until the first dividend, U™ behaves like R. Thus, intuition is not so far from
the truth.
The company pays dividends up to its bankruptcy moment; that is the Parisian ruin time in our
model. Thus, we need to define Parisian ruin time for process U™ as

k= inf{t >0:t—sup{s<t:U7 >0} >r, U <0,}, forr>0.
Denote the value function of a dividend strategy 7 as

/ e—qta{<L;r — Z 51{AL7;>0}>] , forax >0,
0

0<s<t

where ¢ > 0 is the discount rate and 5 > 0 denotes the transaction cost that occurs whenever the
company pays dividends. With the assumption (2.6]), the above integral can be interpreted as the
following sum

v (1) = E,

Z e (ALf - ﬁl{ALg>o}>] , where z > 0.

0<t<rT
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We call a strategy m admissible if we do not get to the red zone due to dividend payments, i.e.
U —AL7 >0, for t<&k". (2.8)

Let A be the set of all admissible dividend strategies. Our main goal is to find the optimal value
function v, given by
v(w) = sup vy (w)
TeA

and the optimal strategy 7, € A, such that

vE (z) = vi(z), forall z > 0.

T

2.4.2 Impulse strategy with the Parisian ruin

Let us present the candidate for an optimal strategy for the dividend problem described in Section
2.4.1L The so-called impulse strategy is to reduce the risk process to ¢; whenever the process
exceeds level c;. We assume that the distance between ¢; and ¢ must be greater than 3 because
there must be something left for the shareholders after paying the transaction costs. Additionally,
we will make the assumption that ¢; > 0 which is a consequence of . Given all said before, one
can observe that, in the case of this strategy, risk process U™ needs to solve the following version
of in the form of an integral equation

t
Ul =X — 5/ Lgsoyds — (ca = 1) > Lwr sey — (Lixozesniso) - (Xo — 1)), (2.9)
0

0<s<t

where Uj = Xy, ca —c; > 8 > 0 and ¢; > 0. Formally, we will set 7., ., as the strategy and we will
construct such U that solves . We start our construction by the simple observation that
before the dividend payment process U“ should behave as the refracted process started from
Xg. After dividend payment, but until next ¢, crossing, process U“? should behaves again like
refracted process, but this time issued from ¢;. This idea will be continued with each ¢y crossing.
Having this in mind, we will proceed with the construction.

We define sequence of times (7."“)g>o and processes (U* = {UF : t > 757});>0, such that
750? := 0 and U := R. For brevity of the description we will now define 77~® and U' separately
to show the idea and then (75");>2 and processes (U* = {UF : t > 7.7})g>2 which will follow
the same pattern. Let

2 = inf{t > 0: U) > ¢}

Then, from the definition of the refracted process, one can observe that

t
Uto = Xt - 5/ 1{U§)>0}d8.
0

Thus, one can deduce that

c1,¢9

T1
Ugfl,CQ = XTchCQ - (5/ 1{U§)>0}d8 = [Xo V Cg] a.s.
0
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Therefore, one need to define U = {U} : t > 77"} as

t
Utl = Xt - 5/ 1{U31>0}d5 - ([X(] V CQ] - Cl>,
0

with UTlcl,c2 = ¢;. Such the process exists uniquely by the unique existence of refracted process
1

and its strong Markov property. Namely, one can observe that U solves
AU} = dX; — 610y,

with Ul e, = ¢;. Similarly one can set for & > 2
1

CL,C2 . __ 3 C1,C2 k—1
TP =inf{t > 7.7 U > oo}

and U* = {UF : t > 7,7} such that

t
Uk = Xt—d/ Lssopds — ([Xo Vel — e1) — (k — 1)(ca — 1),
0

with U~ ., = ¢;. Again, the same argument about existence follows as for U'. Then, we construct
Tk
ez = {U : t >0} as

o0
U = SO UM < 1 < 10,

k=0
One can observe that the process L = {L;"? : ¢ > 0} is of the form

o
LV = ([Xo Veo) — )1t > 77?) + (2 — 1) Z 1(t > 7.%).
k=2

Let us note that necessarily 7, < 7,17 a.s. for k = 1,2,... as the process Uf creeps upward
and co —¢; > f. It is immediately that U is a strong solution for the equation (£2.9)), which can
be seen when one divides time into periods [r, ", 7,17?) for £ =0,1,2,....

Before we give the necessary conditions for the (c1, c2) strategy to be optimal, we need to consider
the form of the value function as a crucial tool for further investigations.

2.4.3 Representation of the value function

Proposition 2.4.1. The value function v . for the strategy 7., o, with the ruin time K" is of the

C1,C2

form
V<‘1)(:c)
v ):{(02—61—5)ma for x < ey, (2.10)
C1,C2 V(q)(cl) .
z—a—f+(e—a—-B)ymgvoe, JforT>c

Proof. At the beginning of the proof, note that it is sufficient to prove this proposition only for
x < ¢9 because U2 is a Markov process. If we are above level ¢y, we immediately put the process
into level ¢;. Assume that x < ¢s.
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The first time when we pay dividends is 7;""*, which means that we must wait until the first time
when process U2 reach cy. Using a strong Markov property, we have

(@)
K" _ fqnzL ] w" . V (ZE) w"
U (1) = By [e al{ncgqr} Vg, oy (C2) = VO (02)UCI7CQ(C2>, (2.11)

where the last equality follows from (2.4). If we are at point ¢y, we pay co — ¢; — 8 and decrease
U by ¢ — c1. Again, by the strong Markov property, we have

Uglrv@(CQ) =c—c—p+ U’;:,cz(cl) =c—c — 0B+

V(@ (61) .
V(@) (02) Yer,eo (02) :

r

The next step is to solve the above equation with respect to Ug”: - We obtain

- V(Q)(C )
el = ey~ vy 2~ 1~ P

T

v

Finally, to get the result, we must put the above formula into (2.11]). O

Looking at (2.10]) the idea of finding the optimal points (¢, ¢2) leads to finding the minimum of

the function below
V@ (cy) = V@ (c))

cp—c— 3
Let us denote the domain of g as dom(g) = {(c1,¢2) : ¢4 > 0,¢9 > ¢ + S}. Let C* be a set of
(¢1,¢q) from dom(g) that minimizes function g, namely

gler, c2) = : (2.12)

C* :={(c}, ) € dom(g) : inf g(cr,c2) = g(ci, c5)}

(c1,c2)€dom(g)
Also, fix set B := {(c1,¢2) : (¢1,¢2) € dom(g), c1 # 0}.

Proposition 2.4.2. For W@ ¢ C((0,00)), the set C* is not empty and for each (ci,c;) € C*,

we have @ (e @ ()
V9 (c5) = V9(c]
V@ (c3) = 2 L 2.13
Also, we know that in this case there are the following possibilities:
(i) V@' (ct) = V@ (ch) or (ii) cf = 0.

Proof. At the beginning, we will show that if ¢; — oo function ¢ is not attaining its minimum.

4(c1, c2) :/Ooo<w(q)(02; —z) — w9 (cy; _Z)>;IP(XT € d2)

62—61_5
2/00 (W(Q)(CZH)_W@(QH))( o )f]}»(Xredz)
0 C2 — (1 -a=p)r

>/ min W(q)’(x)zIP’(Xr €dz) > / min W(Q)’(x)zIP’(XT € dz)
0 r 0 T

z€[c1+2,c2+7] z€[c1,00)

z€[e1,00)

= min W(q)'(:zr)/ EIP’(XT € dz) 5 .
o T
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In the first inequality, we used
w9 (cy; —2) —wD(cy; —2) > WD (cy + 2) — WD (¢, + 2). (2.14)

The next inequality follows from the mean value theorem (W@ € C'((0,00))) and the simple

fact that 02—10—16 > 1. The last inequality is a consequence of [¢; + z,¢2 + 2] C [c1,00) for all
(¢1,¢2) € dom(g) and all z > 0. Note that [ 2P(X, € dz) > 0 and for that reason, the last

statement follows. We get that inf (., c,)cdom(q) g(cl, 02) is not attained when ¢; — oo; thus,

inf C1,Ca) = inf C1,C2),
(c1,02)€dom(g)g< ! 2) (e1,c2)edom(g)Ae1 <C1q g< ! 2)

for some C7 > 0. In the next step, we will show the same for ¢o. Namely

o° (9) Y740
inf g(cy,¢) > inf (W (c2+2) =W W(c; +2)

) ;IP’(XT € dz)

c1€[0,C1] c1€[0,C1] Sy Co —C — B
W@ o0
2<&/ E]P(Xr € dz)
co—0 Jo T

1 © z
- (q) “P(X d C277Q0
02_01_6/0 WO(C, +2) TB(X, € d2)) 2 oo

Note that we used only (2.14)) (in the first inequality) and the property that W@ is increasing
(in the second inequality). The last step is to consider the case when (¢, ¢y) converges to the line

02:cl+/6.
o0 (D (e —2) — w@D (e —
g(CbCQ):/ (w (c2; —2) —w'P(cy; Z>>§P(Xr€dz)
0

02—01—5

> /000 min W9 (z) (%) ;IF’(XT € dz)

x€lc1+2z,c2+2] Cy — (1

>W(q)'a*L/OOEIP’XTGdz — 00
> ()02_61_50 i )

We used, again, the mean value theorem and fact that co > ¢; + 3. We checked that infimum of ¢
is not reached when ¢; — 0o or ¢o — 00 or (c1, ¢2) converges to co = ¢ + 5. Because of it and the
continuity of g, we get that C* is not empty, and we are left with the following possibilities.

(a) First is that (¢, ¢5) belongs to the interior of B. In this case, using the fact that g is partially
differentiable in ¢; and ¢, (W@ € C1((0,00))), we get that M(cl) = 0 and %612’62)(03) =0.
Hence, we obtain (2.13]) and (7).

(b) The second possibility is when ¢j = 0. Then, we have that ¢} minimizes function go(ce) =

(0 62) V(@ (e0)—V(@(0)

3 . We get (i7) because g((ch) = 0.

]

To start the optimisation reasoning, we need the following proposition and lemma.
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Proposition 2.4.3. Assume that W@ € C'((0,00)). For each (ci,c;) € C*, we have that

s () = % V) (e) ore = C2
(xr —cb) + WT(%)v for x> ck.
Proof. From Proposition [2.4.2] it follows that:
(i) For z < ¢,
o (o) = (= f — ) ) V)

(ii) For z > ¢},

]

For the function from Proposition we will also use the notation vf;, to underline that this
function does not depends on cj. It is also straightforward to see that this function’s formula looks

like the one for the barrier strategy in case of the spectrally negative Lévy processes (see Theorem
1.5.1, V(@ needs to be replaced by W@).

Lemma 2.4.4. Let (¢j,c3) € C* and x >y > 0. Then
Ucf,cg (l’) - UCT,C;(?J) >x— Y- 6

Proof. Note that v . is an increasing function, and because of that, one can assume z —y > f3.

* *
(e

Consider the following possibilities.

(i) For ¢5 <y < x, one can obtain that

KT

Uggvc;(x) o UC’{,CS(y) =r—yYy>r—y-— B
(i) Fory <z <3,
_(G—c =B (VW) - VW(y))
V@ (c5) — V@(ch)

(z—y =BV () —VI(y) _
V@ () — V@ (y) =e-y=F

Vv

The above inequality follows from fact that (¢}, c) € C*, so (¢}, ¢5) minimizes function

V@ (cy) = V@ (e))

slene) == "5
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(iii) Fory <¢f <=,

@g@>1@4w=x—q—ﬁ+@—q—m(

V
=z —cy+ (5 — ¢ —B) <1+

*

—a-ei+ 6= (e v
>x—y—p.

The last inequality follows from point (ii) with = = 3.

2.4.4 Optimality

We will start this section by analysing the refracted process R. This process is not spatially
homogeneous and thus is not a Lévy process. However, roughly speaking, we can see that this
process is similar to the Lévy process. Especially we observed that above zero, it behaves like
process Y, and below zero, it behaves like process X. We will show that this process belongs to
the family of Feller processes. We recall Section for a brief introduction to the Markov processes
and the Feller semigroup.

Fact 2.4.5. Refracted process R is a Feller process, and its infinitesimal generator is of the form
1 "
Lf(x) =(v = 01 aso) ['(2) + 50°f ()
+ / (f(ﬂ? - Z) - f(l') + f/<x)21{0<z<1}) H(d2>,
0

+

(2.15)

where x € R and fis a function on R such that T f(x) is well defined.

Proof. Recall that Cy(R) denotes the space of continuous functions vanishing at infinity. For ¢ > 0,

z € R and a function f € Cy(R) define P =E, [[, e " f(R,)dt]. Recall from Theorem |1.3.13
that it is sufficient to verify the following condltlons

1. for all ¢,p > 0, P& — PP = (p — q) PY PP,

<1

3. for all ¢ > 0, P is a map from Co(R) to Co(R),

4. for all f € Cy(R), limy o0 HqP]@f _ fH —o.

Let us note that Cy(R) is a Banach space when equipped with the uniform norm || f|| = sup,cg | f()].
Because the process R is a strong Markov process (for details, see Kyprianou and Loeffen [37]), one
can observe that condition (1) is automatically fulfilled. Condition (2) is obvious. One can even
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prove a stronger result, namely that for every ¢ > 0 and f € Cy(R) we have that HqPéq) f H < |If1l-

To prove (3) and (4), the reasoning is similar as in Noba and Yano [49], and Noba [48] except that
we need to use fluctuation identities obtained in Kyprianou and Loeffen [37]. However, for the
consistency of the proof, let us present this reasoning.

At first, we will prove (3). Fix f € Cy(R) and ¢ > 0. Moreover, let ¢ > 0 and = € R. Let us start
with the right-continuity. As R has no positive jumps, we have

PP f(e+ ) = PE )| <| PO f+ ) = B (e o)) PR fla+ o)

E, ( /0 T f(Rt)dt>

< ‘Péq)f(as +€) (1 —E, (e‘q”“ﬂtﬂl{mtr <oo}>>

Ii++
+ If| Ex / e 9t dt
0
e—0

2
<= E (71, ) 0,

_l_

as from (|2.3) we have

x+€

]Ex (e_q'{:ﬂl{ﬁr <OO}> :; 1.

Thus, we proved right-continuity. Next, we will prove left-continuity.

—art
B, (€ 1yt cy) PE S (@) = P (@)

E._. ( / ¢ e—qtfmt)dt)

The idea of the remaining proof is the same as for the right-continuity; thus, let us proceed to the
vanishing at infinity. At first, let us note that for all x € (0, +00) we have

P = = PP S| <

_|_

lim E, [e‘qﬁgl{/ﬁ; < oo}} = lim E, [e‘qT’c_l{T; < oo}] =0,
Yy—00

Yy—00

where 7,7 = inf{t > 0 : X; < x}. Since, as f € Cy(R) we have that for all € > 0 there exists
dc € (0,00) such that sup,¢s, 4o0) | f(2)| < €. Then,

7'5_E fe’e)
lim ‘P}(%Q)f(x)’ < lim (Ew / e~ |F(X)|dt| +E, / et ||f||dt])
T—r00 T—r00 0 Iig
€ - €
< — 1 —qr € — _ —
S g T B [e 6 1{%500}} q

Thus, we got that lim, . ‘PI(%Q)f(a:)‘ = 0. Similar argument led to lim,_,_. ‘P}(%Q)f(x)’ =0. We

now proceed to (4). Let us fix f € Cy(R). At first, we will prove point-wise convergence. Fix
x € R. For all € > 0, there exists d. > 0 such that

|x_y|<6e:>|f(x)_f(y>|<67 yER'
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We define
Ts. =inf{t > 0: |R; — x| > d.}.

Then

P10 - 0] < a8 | [ e - s +ama | [T i) - pa

Se
<e (1 —E; [eiqTael{Tsﬁ<oo}]) + 2| f[| Es [eiqT661{Tée<°°}] :

Thus, by the dominated convergence theorem, we have

lim sup [Py f(2) - f ()| <

q—o0

and so we have lim,_, . qPI(%q) flz)—f (x)‘ = 0. Thus, we established the point-wise convergence.

Now, one can prove that for all ¢ > 0 set PI(%q)CO(R) is dense in Cy(R). At first, observe that the
range of PI(%q)CO(]R) does not depend on ¢. To prove that fix ¢;,¢2 > 0. Then, fix f € PI(%ql). We
know that there exists g € Cy(R) such that f = Péql) g. From (1), we have that

f= P](%fh)g _ P}g&)g + ((J2 _ Q1)P1(;5q1)P1(3q2)g _ P}({QQ) <g + (Q2 _ ql)P](%th)g) c PJ%QQ)CO(R).

Thus P}(%ql)C’O(R) C PI(%QQ)CO(]R). After reversing ¢; and go one can also obtain that P]({B)C’O(R) C
P}(%ql)CO(R). Thus let us set Pr = P,(%q)C’o(]R) for some ¢ > 0. We have already checked that Py is
dense in Cy(R) with respect to the point-wise convergence of uniformly bounded sequences. Now
we will use standard reasoning (see, e.g. Chapter 17 from Kallenberg [31]). Suppose that Pg is
not dense with respect to uniform convergence. Then, by the Hahn-Banach theorem, there exists
a bounded linear map ¢ : Cp(R) — R that vanishes on Pg but not on all Cy(R). Let fy € Ch(R)
such that ¢(f) # 0. By the Riesz-Markov theorem, there exists a finite signed measure p such
that o(f) = [ fdu for all f € Co(R). Let (gy)ner be a uniformly bounded sequence in P with
gn — fo point-wise. Then one can observe that

0= ¢(gn) Z/Rgndu%/ﬂgfdu,

by the bounded convergence theorem for finite signed measures. Thus, ¢(f) = 0 by contradiction.
Thus, P is dense in Cy(R) with respect to uniform convergence.

Let f = PI(%I) g for some g € Cy(R). Using condition (1), one can get that
1
Hf - qPéq)fH = HPéq)g —(1—q)P f - qPéQ)fH = HPéq)g - Pé,q)fH < lla=1l=0

Since Pp is dense, we got a conclusion. The form ([2.15]) of the generator follows from Theorem
1.3.15 and the construction of the refracted process with I(z) = v — 6150, ¢(z) = o and
(z,-) = II(-). O

For the remainder of the section, we will focus on verifying the optimality of the impulse strategy
at the threshold level (¢f,c3). Standard Markovian arguments lead the proof to show that the
impulse strategy fulfils the following Verification Lemma.
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Lemma 2.4.6 (Verification Lemma). Suppose T is an admissible dividend strateqy such that viz
is sufficiently smooth on R (i.e. its first or second derivative (for X of bounded or unbounded
variations, respectively) has at most a finite number of single discontinuities), satisfies

(I' — @)va(z) <0, for almost all x € R (2.16)
va(z) —va(y) >x—y—p, for x>uy. (2.17)

Then, viz(z) = v.(z) for x € R and hence T = m, is an optimal strategy.

Proof. By the definition of v, as a supremum, it follows that v;(z) < v,(z) for all z € R. We write
h := v; and show that h(z) > v.(x) for all 7 € A for all z € R.

Fix 7 € A and let U™ and L™ be a right-continuous modification of U™ and L™. Let (T},),en be
the sequence of stopping times defined by

T, :=inf{t > 0:|U"| >n} A&

Note that we can still use x”, as the Parisian ruin time for U™ and U™ is the same due to the fact
that both processes can up-cross 0 only by the continuous passing. Because U™ is a semimartingale
and h is sufficiently smooth on R, we will use to the stopped process (h(U[;\Tn), t > 0) the Bouleau
and Yor [8] formula for bounded variation processes (see also Theorem quoted from Protter
[1]) and the Extant Second Derivative Meyer- Itd’s formula (see Theorem quoted from
Protter [51]) for unbounded variation case, and deduce that under P,

_ 5 tATy, .- B 1 t s B 5
M(O7,) ~WOF) = [ W(O7)A0T + 5 KO0 0+ 3 [AR@7) - B (OT)ATE]
0+ 0 s<IAT,
(2.18)

where we use the following notation: A((s) := ((s) — ((s—) and Ah({(s)) := h({(s)) — h({(s—))
for any process ¢ with left-hand limits. If X is of bounded variation, the last integral should be
treated as missing. Instead, there should be integral

1 [ u
—5/ f(a)daLt/\Tnu

where L¢ is a local time of U™. The above integral is zero due to the fact that [U™, U"]¢ = 0. From
the definition of U™ one can get that

1

tAT), Y~ N 5 tA\Ty, , o~ 0_2 tATy, Ly~
s [ W@ o= [ oA x =% [ 07 s
0 0 0

Next, using above and stochastic integration by parts (for the stopped process (e~ Tw) : ¢ > 0)),

equation (2.18) can be written (P,-a.s.) as

~ tAT, B o tA\Ty, o~
_q(t/\Tn)h(UtT;\T ) h(Ugr) _ q/o e—qsh(Ug_)ds + ?/0 e ¥h (Ug_)ds
+
tATy o ~ - . -
+/ e BN (U7 )dUT + > e [Ah(US)—h(US_)AUé’ :
0+ s<tATy

(2.19)
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From the definition of U™ and the fact that L™ is a pure-jump process, we have that

tAT, o ~ tATy o tAT, o
/ e ®h (UL )dUT :/ e ®h (UL)dX, — 6/ e ¥h (USTF_)I{U,r >0}ds
0+ 0+ 0+ -

— Y e ®H (U )AL

s<tATy

Thus, equation (2.19) can be simplify to

R ~ tAT, o2 1ZVES y o~
efq(t/\Tn)h<Ut7;\Tn) _ h(Ug) — q/ equh(Ug_)dS + ?/ h (U;T—)ds
0+ 0

tAT, o tAT, o
—i—/ e ®h (U )dXs — 5/ e h (U;L)l{m >0}ds (2.20)
0 o

+ 0+
+ > e AT - K(TL)AX,],

s<tATyp

as AUT = AX, — ALT. Now, observe that

3o e [Ah(ﬁg) - h’(Ug_)AXs] =3 e [Ah(U;f_ FAX,) - h’(Ug_)AXS}

S<tATh s<tATy,
= Y - I = [ Lt Y~ I = AL [ 1)
s<tATy 0 ’
since
ARTT) = h(UT) — h(UT),
AW(OT + AX,) = h(UT + X, — X,_) — h(UT),

hWUT + X, — X, ) = h(X,— LT~ /0 Loy dt),
MUT) = h(X, — LT — ALT — /0 Lgirsgydt)-
Using we get that
MX,— LT — /0 Lgraydt) — h(X — LT — ALT — /0 Lgrsgydt) > ALT = .

Thus, using (2.20) we have the following inequality

tN\T,

e~ (1 )~ B(OT) < — g /

~ 0'2 tNTn "
e (U7 )ds + 7 / B (07 )ds
0+ 0

AT, o AT, o
4 / e H (07 )dX, — 6 / R (U7 ) 1ge Loy
0+ 0+ -

+ 3 e [Ah(Us”_ +AX,) - h'(Us’T_)AXS]
s<tATy,

Y e [Afg-ﬁ]

s<tATy,

(2.21)
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Rewriting the above leads to

tATy

e_q(tATn)h(UgrATn) — WOY) S/ e (I — q)h(UL )ds — Z —gs [AL7r ﬁ}
0

+ s<tATy,

+

tATy,
/ e Ch (U7 )d(X; — s — Y AXu1{|AXu|21})}
0

+ u<s

+{ Z e~ (AMUT + AX,) — W' (UF)AX diax,<13)

Ss<tATy
tATy +o0o 5 5 .
[ e O )~ MO + B O ey}

Let us note that the first bracket contains the martingale part of X. The second part is a zero-
mean martingale from the compensation formula for the Poisson random measure (see Theorem
4.4 in Kyprianou [36]). Thus, we can simplify the above to

AT, ~
NI~ hO) < [ et gh(OT)ds — 3 e [ALT = B] + M, (222)
0

+ s<tATp

where M = {M, : t > 0} is a zero-mean (local) P,-martingale. Hence, using the assumption (2.16)
we obtain the following

AT 3 3
W(ig) > / e <L§ > 1{AZ§>0}> — Mg, + O TOR(O,). (229)
0

2<s

To see it, it is sufficient to show that for any ¢t > 0

/t e~ — q)h(U™ )ds <0 (2.24)

almost surely. We need to consider two cases separately, namely, when ¢ =0 and ¢ > 0. If 0 = 0,
then process X is a quadratic pure jump semimartingale (see e.g. a paragraph after Definition
1.6.8, which was quoted from Protter [51]) and thus automatically holds. We left with
o > 0. One can prove it using the occupation formula for the semimartingale local time. We can
follow the same argument as in Lemma 6 from Loeffen [43]. Namely, by the assumption we have
that A= {z € R: (T — g)h(x) > 0} is of Lebesgue measure 0. Set also B = {s € (0,t] : UT_ € A}.
Then a.s.

t t 0
/ 1{563}02(13 = / ]—{SEB}d[Uﬂa Uﬂ]g = / Lgl{aeA}dCl,
0 0 —00

where L¢ is a local time of U7. Given that Leb(A) = 0 hence Leb(B) = 0 (as o > 0), where Leb(.)
is a Lebesgue measure.
Now, taking expectations in ([2.23)), using the fact that (M;ar, : ¢ > 0) is a zero-mean P,-martingale
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and h > 0, letting ¢ and n go to infinity (7, 0 per P,-a.s.), the dominated convergence gives

tATy, ~ ~
WUT) > lim E, { / e~ d (Lj; -8 > 1 {MPO}) — Myng, + e—q“ATﬂh(Ung)}
0

t,nToo
T + 0<2z<s

. / o <E§ —p Z 1{Aig>0}> + Jim e h(U )
0

L + 0<2<s t;nfoo
o i

> / T\ LT =B Y Lairso)
L 0+ 0<z<s

If L§, = 0 then above is equivalent to

/0*’"" _q5d< Z 1{AL’T>0})] = v ().

0<2<s

h(z) > E,

Thus, let us assume that Lg, > 0. Then

AT CED SRt | A AT D vty | B
0+ 0<z<s 0<z<s

and 5 )

h(Ug) = h(xz — Lg) = h(x — Lg,).
Using inequality (2.17]) one can get that

h(x) — h(x — Lg, ) > Ly, — B.
Thus )
hUg) < h(z) — (Lgy — B),
and as a result we get again that
h(r) > E, / e d (Lir -8 1{AL2>0}>] = vr ().

B 0<2<s

which completes the proof. O

Remark 2.4.7. The lemmas presented below require some smoothness on the value function of
a (c1;¢9) policy. In the view of Proposition it means that some smoothness conditions on
the scale function V9 are required. We will call the scale function V9 sufficiently smooth if
W@ e C'((0,00)) when X is of bounded variation. From Theorem 2.9 of Kyprianou et al. [39],
one can see that a necessary and sufficient condition for this is that the Lévy measure has no
atoms. When X is of unbounded variation, we call the scale function V@ sufficiently smooth if
W@ ¢ CY((0,00)) and W@ is absolutely continuous on (0,00) with a density which is bounded
on sets of the form [1/n,n], n > 1. Moreover, in Theorem 2.6 of Kyprianou et al. [39], it is proved
that W@ € C?((0,00)) if the Gaussian coefficient o is strictly positive.
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To prove the optimality of our strategy, we will need the following technical lemma.

Lemma 2.4.8. Let V9 be sufficiently smooth. Moreover, let T'y be an infinitesimal generator of
the process Y. Then, for z > 0, the following holds

(Ty —q) (/Or WD (2 — )W (y + z)dy> (z) = W9 (z + 2). (2.25)

Proof. We will break this lemma into two parts. Namely, when X is of bounded variation or
unbounded variation. We will start with the unbounded variation part. In such case we have an
assumption that W9 is absolutely continuous on (0, 0o) (note that we are interested in W@’ (z+42)
for z > 0 and = > 0, thus we are safely separated from 0). From the proof of Lemma 4.5 from
Egami and Yamazaki [21] one can get that

Ty —q) ( | o - y)zw)dy) () = U(2),

where [ needs to be smooth enough to perform integration by parts, and here we use an assumption
that W@’ is absolutely continuous. In more detail, they showed that

/ W (2 — y)I(y)dy = —1(M) + 1(0)ZD(x) + / [ (4)Z9 (z — y)dy,

for any M > z. It is known from, e.g. Kyprianou [36], that (the same applies for X and its
infinitesimal operator)
Ty — WD () =0, forz € R,

and
Ty — ¢)Z9(z) =0, forzeR.

Thus, for I(z) = W@ (z + z) one can get that (for f(z) = (f; W YWD (y + 2)dy) (z))

1 M
Ty —@)f @) = Ty —q) (—W(Q)’(M +2) + / W (y + 2) 29 (z ~ y)dy)
0
LM
= WM + 2) + p / W@ (y + 2)(Ty — )Z'9(z — y)dy
]\2 "
= WM+ 2) — / W@ (y + 2)dy = W@ (z + 2)

For the bounded variation part, we cannot use the same result. However, we can do calculations
by hand. In such a case, the infinitesimal generator of Y is equal to

Dy f(x) = (v = 6)f (x) + /oo(f(«%’ —8) = f(2) + [ (2)s1i0cscr))T1(ds).

0+

for sufficiently smooth function f. Set f(z) = [; W @ (2 — )W D (yy 4+ 2)dy. Then

(=0 (2) = (1= 8) [ W =)Wy 4 2+ (0 = DO a4 2
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and

| 0o =5) = 1@)+ £ @5t gesc (s

0+

= [T s w2y [ 4]
0+ 0 0
+ {/ W' (2 — )W (y + 2)dy + WD (0)WD' (2 + z)] s1{0<s<131L(ds)
0

Thus, one can simplify (I'y — ¢q) f(x) to

1

(Ty — g)f(x) = / Ty — W9 (& — )Wy + 2)dy + W (2 + 2)WO(0) (w 6 / sH<d5>)

+

- / / W (2 — s — )W (y + 2)dyTl(ds).
0 —s

Thus, the first integral is equal to 0. Next, W@ (0) = and hence the second

1
(=0)+ [y sTI(ds)
expression is equal to W(9’(z 4 z). The last integral is equal to zero as

/ WO (z — s — )W (y 1 2)dy =0,

due to the fact that W@ (z) = 0 for # < 0. This ends the proof. O
Using above, one can prove the following lemma.

Lemma 2.4.9. If V9 is sufficiently smooth and fulfils
(g0 5(@) <0, for x> c; (2.26)
then v . = v for every x € R.

Proof. From Lemma [2.4.4] one can see that it is sufficient to prove that (2.16]) holds. Thus, due to
assumption (2.26)), it suffices to prove that (I" — q)v(’f{’cg (x) <0, for almost all x < ¢. As one can

observe from Proposition (for z < ¢5) we can use notation (I' — q)vfg (x) < 0. We will prove
even more as we will need the following identity later, namely

(' — q)v(’;(x) =0, forze(0,c), (2.27)

and also
(' — q)v:f;(x) <0, forx e (—o0,0).

Above, again from Proposition [2.4.3] can be simplify to

T —q)V@(z)=0, forxze(0,c), (2.28)

and
(T —q)V@D(z) <0, forze (—o0,0). (2.29)
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Thus, we will prove the above. At first, one can observe that for x < 0 infinitesimal operator I is
equal to the respective infinitesimal operator for the process X and we will call it I'y. The same
is for > 0 and the process Y. Recall again that

Tx —qW9W(z) =0, forzeR,
and similarly
Ty — W@ (z) =0, forz €R.

Therefore, one can check that
T — WD (z) = =W (z) <0, forz>D0. (2.30)

Thus, for x < 0 we have that
C = V@) = [ = (s -2)2R(X, € di)
0 T

= / Oo(r — W9 (z + z)éIP’(Xr € dr)

—x

_ / (~6W (2 + 2))2P(X, € dr) <0,

—x

where last equality follows from ([2.30). To prove the part for x > 0 we will use Lemma [2.4.8
Then

(= V) = [Ty = (e —2) 2P, € d)
- /0 Ty — WD (5 + z)ép(xr € dr)
+6 /0 Ty — ) ( /0 WO (g — )Wy + z)dy> SIP(XT € dr)
- /0 oWy + z))%IP’(XT cdr)+6 /O Ty 4 z)%IP’(Xr € dr) = 0.

This ends the proof. m

Theorem 2.4.10. Suppose that V9 is sufficiently smooth and that there exists (c%,ch) € C* such
that
V' (2) <VD'(y)  forall & <z<uy. (2.31)

Then, the strategy m: c; is an optimal strategy for the impulse control problem.

Proof. From Lemma [2.4.9, one can see that it suffices to prove that (2.26) holds. This will be
proven using ideas from Theorem 2 of Loeffen [43]. For = > ¢}, Proposition [2.4.3) gives that we
can use notation v instead of vfi ... At first, let us prove that

lim(I" — Q)(U%

! — ") (y) <0, for x> c (2.32)
yTx
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Assume that X is of unbounded variation and x > ¢} - the case for bounded variation is almost
the same. By assumption on the smoothness of the scale function V@, v, and vy are twice

differentiable on (0, 00), except for the possibility that lim,, v, (y) # lim,, v, (y). One can get
that

lim(I — q)(vsg —v5)(y) =(y = ) (v — o) (2) + . (v;’f "(z) — lim v;“r(y)> —q(vg —v)(2)

ytz
s e -2 - - o))

T

+ (0 — 0 ) (@) 21 ey T1(d2).
One can observe that:
(i) limyp, v," (y) = 0= v, (z), where inequality is due to assumption (2.31).

(ii) We have that (v;’gr — ) (u) > 0 for u € (—o0,x]. This holds because for u € (—oo, cj] we

have that
V@ (u) V@ (y)
>

V(Q)’(cg) - V(Q)’(Qj)’
due to assumption (2.31]). Moreover, for u € (c3, x| we have that

V@ ()
V(g =
due to, again, assumption (2.31)). Thus, we one can obtain that for z € (0, 00)

(v — v )z = 2) < (v — v )(2).

(iii) We have that
(W =) (@) = (] — o )(x) 2 0.

e
)

The first inequality follows from (ii), the second from assumption ([2.31).
(iv) o (2) = v () = 1.

Collecting all the above, we get (2.32)). Using this one can prove (2.26) by contradiction. Namely,
let us assume that for some > ¢5 we have that (I' — ¢)vf . (z) > 0. Then by (2.32) one can
get that limy, (I' — ¢)vf (y) > 0, but this contradicts (2.27). The theorem follows by the lemma
2.4.9 0

2.4.5 Examples

In this part, we will present the results concerning the numerical calculations of the optimal
impulse policy (¢}, ¢3). From Proposition 2.4.1 we know that when C* is not an empty set, then
(¢t c3) needs to satisfy one of the possibilities listed there. Such an observation will define the way
of constructing numerical calculations. First, however, one needs to know how to calculate the
Parisian refracted scale function to start the computations. Therefore, we will find an analytical
representation for w(@ and V(@ for the linear Brownian motion and the Cramer-Lundberg process
with the exponential claims. Moreover, we will prove that there is a unique (¢, ¢) policy for these
two processes, which is optimal for the impulse control problem.
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Linear Brownian motion
Let us assume that the process X is a linear Brownian motion which can be represented as

Xy =ut+oB;, fort>0,

where € R, 0 > 0 and B = {B, : t > 0} is the standard Brownian motion. Fix ¢ > 0 and § > 0.
Let us recall from Section [1.4.2] that

W(Q) (l’) — i eP2% _ o—PIT
o2p ’
where
VWA +290% + o P +2q0 —p _ 2y/p? + 2qo?
p1 = = , P2 = = P=piE =

For process Y, we will use Y superscript for the above parameters (i.e. p', pd and p*). Our first
step is to present the formula for w(®.

Proposition 2.4.11. For the linear Brownian motion, the function w'? is of the following form
o2 W@ (»
w9 (z; —2) :?W(q)’(z)W(‘])(w) + p—Y() (plyep‘g"” + pzye_’fx>.

Proof. The proof contains simple calculations, which involve the following relations between pa-
rameters of W@ and W@

P2 P2 a?p”  p p_ o (2.33)

_ — , + )
p2—py Pl +po 20 oY +p1 pl—m 20

m
Now, we will consider the formula for the function V(9.

Proposition 2.4.12. For the linear Brownian motion, the function V9 is of the following form.
Forx >0

2 2 . _ /1,2 2002
V@ (z) = 7w (z) €207 + poet — pe™ d IV 240
2 2molr o\/T

qr

(&
]

and for x <0

V0 (a) —r (emng [ EEIVIEH 200NN | a2 2TV R+ 2007
O'\/7_" 0.\/,,7 9

where ® is the cumulative distribution function of the standard normal variable.
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Proof. We will separate our proof into two parts. Assume that x > 0. Using the formula for the
w@ from the last proposition and equation (2.5)), one can get

2 00 qr
V@ () :%W@(m) / W@ (2)ZP(X, € dz) + <p§eﬂ%’$ + p;“e—%’?fﬂ) .
0 r p

Hence, one needs to calculate integral [~ W(@'(z2)2P(X, € dz). This simply but long calculation
is sufficient to end the proof of this part. Now, fix x < 0. Then

V@ (z) = /Oo = (6’)2(96“) — e*pl(”'z)) 1 e_(;(:;:)Z dz.
= 0P T\ 2mwo?r
Therefore, again after some calculations, one can also obtain this part. []

Proposition 2.4.13. For any ¢ > 0 and z > 0, there exists a constant aj, > 0 such that the
function w9 (z; —2) is decreasing on (0,a%) and is increasing on (a’,00). This also implies the
same for V9 (z).

Proof. To prove the proposition, we will examine the second derivative with respect to = of
w(qy(x; —z). Indeed, using Proposition [2.4.11| and the formula for the scale function W@ one
can get

" (P2)* oxe (o Y@ (PY)? —p¥s (e Y@
w' Y (z; —2) :p—ye 2 <W (2)+p W (Z)) — p—Ye L (W (2) = pa W (z))
() pxey (p}/)2€fp¥xBy
p¥ pY

where p’, p¥ > 0. The constant A is strictly positive because the scale function W@ is increasing
and strictly positive on the whole positive half-line. Now, if B < 0, then function w®" (z; —2)
is positive for all #,z > 0 and hence a} = 0. If B > 0, then w@"(x;—2) is an increasing and
unbounded function of z as a sum of two increasing exponential functions. This completes the
proof for w(®. For V(@' (x), we get the result directly from its definition. O

Theorem 2.4.14. For the linear Brownian motion model, there is a unique (cy;ce) policy which
18 optimal for the impulse control problem.

Proof. The proof of the theorem follows directly from the Proposition together with the
Lemma 2.4.101 O

Now, we begin the numerical examples of (¢, ¢3) pairs with the respect to three parameters g, r
and 0. Let us start with the parameter 5 and consider the following parameters

uw=20.>5  oc=075 r=3 6=0.05 ¢=0.05.
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Plot of the v'¥ (x) function
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Figure 2.1: Plot of the V(@ function for the linear Brownian motion

Note that, from Figure [2.1], the shape of this function is similar to the classic scale function for
linear Brownian motion. In Figure 2.2 we consider two plots. On the first plot, we show optimal
points (ct, ;) imposed on the graph of V(9. On the second plot, we show (c%,c;) points alone.
We draw both plots for a varying parameter of 5 € (0, 1].

v@ function and the optimal pairs (c;,c,) with different values of B Optimal pairs ( c;,c,) with different values of B

0.6-

1.00

ap=1.814

N—

o 5 10 15 20 0.00 0.25 0.50 0.75 1.00
x p

N

Value of the v\@ function
o
=
Values of c; and c,
IS
.\
=
o o
@ 5
8

o
o

0.0-

Figure 2.2: Plots of the V(9 function for linear Brownian motion and the optimal pairs (¢}, cj) in
case of changing cost of the transactions.

In the second plot, one can see that ¢j’s are below point a}, ¢5’s one can find above this level, and
for fixed [ pair (cf, ¢}) is of the same colour. One can see that for 5 big enough optimal pair is not
belonging to the set B from the Proposition 2.4.2] One can think that if the cost of transactions
is too restrictive, then an optimal behaviour is to pay everything we can. However, ¢; must be
big enough to have some profit on the dividend payment. Moreover, one can be interested in the
sensitivity of optimal points concerning other parameters. Thus, now we will consider parameter
r € (0,3]. We will stay with the same set of the parameters as before, except r.
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In Figure[2.3|one can see two cases, one for 5 = 0.05 and second for relative high cost of transaction,
namely [ = 0.45

Pairs ( c;,c;) with different values of r, for B = 0.05 Pairs ( c;,c;) with different values of r, for = 0.45

I
~

Values of c; and ¢
N

Values of c; and ¢
N

Figure 2.3: Plots of the optimal pairs (¢}, ¢}) in case of changing a parameter r for two different
values of the parameter .

Again, for the fixed level r, (¢, c3) is of the same colour as r, where ¢} is on the bottom curve
and ¢} is on the top one. In both cases, one can see that if we increase parameter r, then (cj, c3)
will decrease in both coordinates. The explanation is quite simple, namely, for more significant r
process is safer in terms of possible ruin. Thus, one can lower both barriers to have more frequent
dividends payments. At the end of this part, we will consider sensitivity concerning parameter
5 € (0,0.25). The rest of the parameters stay the same as before, i.e.

uw=0.5, o0=075 r=3, q=0.05.
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Pairs ( c,,c,) with different values of 3, for B =0.05 Pairs ( c,,c,) with different values of &, for B =0.2

0.25
0.20
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0.05

Values of ¢, and ¢
—y \b} w
Values of c; and ¢
- N w
-

0.00 0.05 0.10 0.15 0.20 0.25 0.00 0.05 0.10 0.15 0.20 0.25

Figure 2.4: Plots of the optimal pairs (¢}, ¢}) in case of changing a parameter § for two different
values of the parameter 3.

From Figure [2.4] one can, again, observe that changing parameter [ leads to bigger distance
between ¢} and . Moreover, increasing ¢ implies lowering both levels of ¢} and ¢5. This time it is
because with increasing o, we decrease the overall drift of the process. Thus, it is harder to reach

higher values.

Cramér-Lundberg Process with exponential claims

In the second example, we will consider as the process X the Cramér-Lundberg process with
exponential claims which can be represented as

N
Xt:pt—ZUi, for t > 0,
i=1

where p > 0, {U;}$2, is an i.i.d. sequence of exponential random variables with the parameter
p >0, and N = {N, : t > 0} is a homogeneous Poisson process with intensity A > 0. We also
assume that the Poisson process and the exponential random variables are mutually independent.

For this process, let us recall from Section [[.4.2] that the scale function is of the following form
1 _
W(q)(x) — _(A+€q+:c — A el x>’
p

with

poo AT EV A ) e
2p ’ qt—q"
The respective parameters for the process Y are denoted by subscript Y (i.e. qii,, A?E)
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Proposition 2.4.15. For the Crdmer-Lundberg process with exponential claims and z > 0, we
have that

ui)\ (g + MW (z) - pI@(2)]

w(a5—2) =(p = WO (@)W (2) -
(q+ W (2) = (p— )W ()]

Proof. To obtain such a representation, we need to use the following relations between the param-
eters of the scale functions

Ayt Aygt o p=d Ayg- Ay p—0d
-4 " —ay o’ -4 ¢ —a 5’
¢ p=06 ¢ —ug ¢ p—0 ¢ —gy
¢t—q¢ 5 qgt+p’ ¢ -4 0 g +p

We will obtain the formula for a Parisian refracted scale function, divided into three parts.

Proposition 2.4.16. For the Cramer-Lundberg process with exponential claims, the function V(9
1s of the following form.

(i) For x >0,

V() = (p = )W a) = - [(a+ N (a) = (0 = W @)] [(g+ e 5]

e (p/\/ﬂ“Q)m]

C = e M| pW@ Cct—C~
¢ [p (pr) + * pr = (m—1)iml ’

. . or(gT + (m—1)
0% = ATgrerm Y Lo, (¢ ) (0 1) =

where v(x,a) = fom e~ Ldt is an incomplete gamma function.
(ii) For x € [—pr,0],
VD (z) = e [pW(‘I)(x +pr)+ K (z) — K (2)],

with

K*(x) = AT W”Z o, o+ + ) [pr(a* +10) = ]

(iii) For x < —pr, we have V(@ (x) = 0.

Proof. We will divide this proof into three parts.
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(i) For z > 0 we use the formula from the Proposition [2.4.15[ and equation ([2.5)
1 /
V@) =(p = WO (@)e — —+[(a + WO (@) = (p = )W (z)]

: [(q + A)e?" — p/ooo W(q)’(z)glP(Xr € dz)]

From Lkabous et al. [45] one can obtain the following

P <ZT U € dy> =e <5o(dy) ey %ymldy> : (2.34)

m=1
With the use of (2.34)), it turns out that [~ W(?'(2)2P(X, € dz) = C. Putting all the pieces
together, one gets the postulated formula for V(@ for 2 > 0.

(ii) Now, fix z € [—pr,0]. In this case,
VD(z) = / W@ (z+ z)zIP’(Xr € dz).
0 r

The random variable X, can achieve at most value pr with the probability one. Moreover,
we know that W@ (z + 2) > 0 iff # + z > 0. Therefore,

pr
V@ (z) = / W@ (z + 2)2P(X, € d2).
. r

Using this observation, the rest of the proof involves simple but long calculations; thus, we
omit this.

(iii) Fix < —pr. As we state in the previous case, when z < —pr, then = 4+ z < 0. Therefore,

W@W(z +2) =0 and V() = 0.
[

Proposition 2.4.17. Fiz ¢ > 0 and z > 0. There exists a constant aj, > 0 such that the function
w((q))/ (x; —z) is decreasing on (0,a%,) and is increasing on (a%, 00). This also implies the same for
Vi (z).

Proof. Firstly, let us note that ]’%g —qy = qy + p and ‘IJ;TA —q" = ¢ + p. From this observation
and Proposition [2.4.15] one can obtain

U [@q?ﬁ - eq;z}
(»—0)(ay —ay)
U [eq+z - equ}

plat —q7)

(@ + AW (2) — (p — W' (z) =

(g + WD (2) = pW @' (2) =

So,
A [e‘fr"‘ - eq_z} [eqit”f — eq;’x}

plp—06)(gt —q ) gy —ay)

W —2) = (p = )W @)W ()
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Thus, one can also get the more explicit form w(@ (z; —z) = D¥etve — D~ e%® where

HUA (e‘ﬁz — eq72>
(p=0)g* —q )ay —av)

D* = AW (z) - .

Next, g5 > 0, ¢y < 0 and lim, e T = +00, lim,_, o % = 0. Then, from
limg_s oo w'@ (x; —2z) = 400, one can get that DT > 0. Moreover, we are interested in the sign of

"

w' " (z;—2) = DJr(q;;)QeqﬁtgC — D™ gy )2e™ ™.

If D~ < 0, then w?"(z; —2) is positive on the whole positive half-line. In such a case, ap =0. If
D~ > 0, then one can see that w?”(z; —2) is an increasing and unbounded function. This ends
the proof. n

Theorem 2.4.18. For the Cramér-Lundberg process with exponential claims, there is a unique
(¢1; ¢) policy which is optimal for the impulse control problem.

Proof. The proof of the theorem follows directly from Proposition [2.4.17] together with Lemma
2.4.10L O

Using the above results, one can plot the picture of the V(@ and V(@ for this process. Namely,

let us set
p=3, A=2, pu=1 r=2 ¢=0.05 0§=0.25.

Note, that we set such parameters that p > 3 Moreover, we know that V@ (z) = 0 if 2 < —pr;
therefore, we will consider x > —pr.

Plot of the v'¥ (x) function

2.0

c
2

21.5-
2

()
£
5 1.0-

Q
E]

[
> 0.5-

0.0- —

6 4 2 0 2 4 6 8 10
Argument

Figure 2.5: Plot of the V@ for the Cramér-Lundberg process with exponential claims

From Figure 2.5] as in the linear Brownian motion setting, one can also see a similar shape of the
Parisian scale function with the shape of a classical scale function. However, even if this is not
directly clear from Figure , V(@ is not a continuous function at z = —pr-.

Now, we will proceed to sensitive analyse of three parameters 5, r and J, as it was a case for the
linear Brownian motion. Let us start with the parameter 5 € (0, 1.5].
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v9 function and the optimal pairs (c;,c,) with different values of Optimal pairs ( c,,c,) with different values of
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Figure 2.6: Plot of the V(9 for the Cramér-Lundberg process with exponential claims and the
optimal pairs (¢, ¢5) in case of changing cost of the transactions.

From Figure , one can see that V(@ is not a continuous function at 0. Moreover, from the
plot on the right, one can see that increasing parameter [ causes the increasing distance between
¢; and ¢§. Furthermore, again one can see that for 5 big enough, optimal pair (cf, ) does not
belong to the set B. Let us proceed to Figure where one can see sensitivity for the parameter

r e (0,3].

Optimal pairs ( ¢,,c,) with different values of r, for B = 0.05 Optimal pairs ( c,,c,) with different values of r, for B = 0.8
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Figure 2.7: Plot of the optimal pairs (¢}, ¢3) in case of changing a parameter r for two different

values of the parameter (8

From this picture, one can see that if one would increase the parameter r then optimal points
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(¢}, c3) are both lowering their levels. This is due to being safer from ruin, and thus one can stick
closer to level 0. At last, let us consider sensitivity for the parameter § € [0.1,0.5].

Optimal pairs ( c,,c;) with different values of §,forf =0.05  Optimal pairs ( c;,c,) with different values of &, for p = 0.45
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Figure 2.8: Plot of the optimal pairs (¢, ¢3) in case of changing a parameter ¢ for two different
values of the parameter (8

In Figure[2.8] one can see that with increasing the parameter § optimal points (¢j, ¢}) are decreasing
in both co-ordinates. This is consistent with the previous conclusions on 4.

2.5 Comments

In this chapter, we solved the problem of optimal dividend payments with the refraction of the
controlled risk process. In our model, we proposed Parisian ruin time as a definition of bankruptcy,
and we assumed that every dividend payment is associated with a fixed transaction cost. Even
though this setting was motivated by being close to reality, and we firmly believe that with success,
there is still a big room for future developments. Namely, we interpreted the refracted model as
a cash injection done by shareholders and dividend as a payout for them. However, we did not
connect these two interpretations. It would be worthy to see some penalty function for being in
the red zone which should be associated with the value function of the dividend payments. In
such a case, finding optimal pair (¢}, ¢5) would consider the risk of ruin and stay in the red zone.
One possibility is to remove cash injected, through the refracted model, from the present value
of the value function. Another idea could be to have a more sophisticated discounting structure,
which would take care of how long we stayed in the red zone. Without these improvements, one
can see that increasing parameters 0 and r will lead to the same effect of decreasing (¢, c}) in
both coordinates, which could be misleading. Namely, increasing the value of parameter r can be
seen as a decreasing probability of ruin; however, increasing 6 means we lower our potential drift
of the process. Furthermore, one can see that a lot more can be done in the case of numerical
computation. In this thesis, we focused on giving some intuitions behind the model. However,
for example, one could be interested in some semi-explicit results on the behaviour of the optimal
points concerning model parameters.



Chapter 3

Markov additive processes & w-killing

This chapter intends to generalise the classical model, but in a different direction than we have done
in Chapter 2. We saw that the refracted process changes its structure depending on its position.
However, there are phenomena whose structure depends on the situation of the environment in
which they are considered. Let us assume that we can distinguish certain states of the environment.
For example, the state can be the season or the situation on the stock market (prosperity or fall).
Due to the stationary increments, Lévy processes are not a good tool for studying such problems.
However, looking at the short period, if the environment remains in its current state, it may turn
out that the use of the Lévy process is justified in this period. This intuitive view guides the use
of the Markov additive processes. It is a class of two-dimensional stochastic processes, where the
first component is responsible for the position of the process and the second for the environmental
condition.

On the other hand, when it comes to a different view of the generalisation of classical ruin, we can
note that the main disadvantage of Parisian ruin time is the lack of control over how far the process
can drop below zero. It may happen that after time r, the process will move so far that, from the
point of view of a realistic approach, the phenomenon should have been bankrupt much earlier. By
taking a different approach, we might want to impose specific penalties that will cause the process
to go bankrupt when the accumulated size is exceeded. In particular, this approach is covered by
the so-called Omega model, in which the idea of ruin is to count penalties using a certain function
w, depending on the position of the stochastic process. Moreover, it is assumed that if the process
crosses the fixed level, it is called bankrupt immediately. This concept first appeared in the work
of Albrecher et al. [1]. The authors considered the Wiener process for which they calculated the
optimal form of the barrier strategy in the problem of optimal dividend payments until Omega
type of ruin. In this model, the authors excluded the possibility of continuous dividend payments.
Instead, they assumed that the waiting time for the possible next dividend payment is random,
with an exponential distribution. The authors defined w function such that w(z) = 0 for z > 0
and w(z) > 0 for z < 0 and level of immediately ruin was —d < 0. In this model probability of
bankruptcy in infinitesimal period dt was w(x)dt.

Next, a similar model was considered in the work of Gerber et al. [23]. The authors also considered
the Omega model with the Brownian motion, but they aimed to get the form of the probability of
bankruptcy. In particular, they obtained a semi-explicit form of this probability in terms of Airy
functions.

There is a need to solve some specific exit problems to approach the Omega model for spectrally

23
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negative Lévy processes. This was done in work Li and Palmowski [41], where the authors obtained
the results in terms of the new scale functions. These results naturally introduce the concept
of w-killed types of exit problems. It turns out that the obtained results have a wide range
of applications, including the consideration of more advanced concepts of the structure of the
interest rates. Solving more general issues gave answers to the Omega model and other essential
applications. In this chapter, our aim is similar. At first, we will produce representations for
w-killed types of exit problems for Markov additive processes. Next, we will use these results for
a few chosen applications, including calculation of the representation of the value function for the
dividend problem in the Omega model.

We will start this chapter with the definition of the Markov additive processes. We will show that
also, in the case of this class of processes, there exist scale matrices which are a generalisation of
the scale functions from the spectrally negative Lévy processes case. In terms of these matrices,
we will show results for exit problems obtained in the literature. Then, in Section [3.1.3] as an
example of a Markov additive process, we will consider Markov modulated Brownian motion, for
which we will show explicit formulas for scale matrix for some limited case. Next, we will define
the w function used in the concept of w-killing. Finally, to make some intuitions, we will show in
Section that the probability of bankruptcy in the Omega model for the Cramer-Lundberg
process with exponential claims is a linear function of the probability of classical ruin time. Finally,
in Section [3.3] we will show the main results of this chapter. Namely, we will consider some exit
problems for Markov additive processes and w-killing. Then, in Section [3.4] we will use obtained
results to deliver the value function for the dividend problem in the Omega model framework.
Furthermore, in Section we will show examples for some specific choices of w functions.
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3.1 Markov additive processes

3.1.1 Definition

A Markov additive process (MAP in shorthand) is defined as follows. Let (2, F,F,P) be a filtrated
probability space, with filtration F = {F; : ¢ > 0} which satisfies usual conditions. We say that
a bivariate process (X, J) is a MAP if, given {J; = i} for i € E, the vector (X5 — Xt, Jiis) i8
independent of F; and has the same law as (X, — X, J;) given {Jy =i} for all s, > 0 and i € F,
where F is finite state space and |E| = N € NT. Usually, X is called an additive component,
and J is a background process representing the environment. Moreover, one can find the following
representation of every MAP of importance. It is straightforward from the definition that J forms
a Markov chain. Furthermore, one can observe that the process X evolves as some Lévy process X*
when J is in state 7. In addition, when J transits to state j # i, the process X jumps according to
the distribution of the random variable U;;, where 7,7 € E. All these components are assumed to
be independent. The above structure explains why the other name for MAP is “Markov-modulated
Lévy process". The following picture can summarise this representation.

20- . .
Jp=i i—] j—i
15-
Jump ~ U;
. -
— 1[}_
] . e
5_
XI XJ XI
U,_
0.0 25 5.0 75 10.0
Time

Figure 3.1: An example of one approximated sample path of the MAP

In particular, when J lives in a single state, X reduces to a Lévy process. This chapter assumes
that the process X has no positive jumps. Thus X* is a spectrally negative Lévy process and
U;; <0 as. (for every i,j € E). Furthermore, we exclude the case when X has monotone paths.
We further assume that J is an irreducible Markov chain, with Q = (¢;;): jer being its transition
probability matrix and 7 being its unique stationary vector. Throughout this chapter, the law of
(X, J) such that Xy = z and Jy = 7 is denoted by P, ; and its expectation by E, ;. We will also
use equivalently E,[-|.Jo = i] for E,;[-] to emphasis the starting state. When = = 0, we will write
P(:|Jo = i) and E[-|Jy = i] or P;(-) and E;[-] respectively. For a stopping time x, the notation
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E.[-, Ji|Jo] is used to denote a N x N matrix whose (7, j) entry equals to E,[-, J,, = j|Jo = i].
One can find some of the first foundations of Markov additive processes in the Cinlar [11]. Another
source is Chapter XI from Asmussen [2|. Especially one can find some information about the
different settings, e.g., infinity state space or discrete-time.

3.1.2 Exit problems and properties of the MAPs

As we have seen before, the Laplace exponent was crucial when working with exit problems for
the spectrally negative Lévy process. Namely, it served as a tool to define scale functions. Also, in
the case of the MAPs, there exists a similar concept. Let us quote the following proposition from
Asmussen [2|, however, with the use of slightly different proof from Ivanovs [27].

Proposition 3.1.1. Let F(a) be the matriz analogue of the Laplace exponent of the spectrally
negative Lévy process, which satisfies fori,j € K

E [eaxt, Jo=jlho=1] = (eF(O‘)t) ., fora>0.

1,7
Then it has an explicit representation,
F(a) = diag(¢1(), ..., on(a)) + Q o E(e*V); icp,

where 1;(+) is the Laplace exponent of the Lévy process X' (i.e., E(eaxf) = eV and Ao B =
(a;;bij) stands for entry-wise (Hadamard) matriz product.

Proof. The overall idea is straightforward. Namely, one needs to build the system of the linear
differential equations that involve E [eaxf, Jy = jlJo = z] and its derivative for ¢,7 € F and then
solve it to get the result. The difficulty is related to the first part. Therefore, let h > 0, which
will, eventually, goes to zero. Set i,j € E. Let us recall that if i # 4[]

Pi(Jn = j) = qijh + o(h),

and if + = j then

Therefore, up to o(h) terms, we have the following. For i # j
E; [e**, J, = j] = E; [ea(XleUiﬁ(Xh_XTl))|Jh = J} Pi(Jn = j) = Eile™"]qi;h,

where T} = inf{t > 0 : J; = j} and the last equations is due to E[e®*a] = 1+ o(1) for every k € E
and X" is the Lévy process associated with the state k. For i = j we have

E; [eX, J, = i] = E; [e®¥|J, = i| Pi(Jp = i) = (1 + ¢h)E [eaX;’;} ‘
We know that E [eax;;} =1+ v;(a)h + o(h), thus

(14 gah)E || =1+ gsh + r(a)h + o(R).

IThe statement f= o(g(h)) means that limy,_,q % =0
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Hence, we obtain up to o(h) terms
E; [e**, Jn = j] = L=y (1 4 quh + ¢i(@)h) )E |:€aX;L] + Lz Eile®7] gy,
and in the matrix form
E [e***, Ju|Jo] =1+ F(a)h,
where I denotes an identity matrix of appropriate size. The Markov property gives for £ > 0
E [e**, Jiin|Jo] = E [, Jy| o] E [e**", J|Jo]

thus

0
SE[e (X, o] = E [e**, L] Jo] F(o),

with [E [eaXO; Jo] = 1. The above equation implies the result using the standard solution formula
for the system of linear differential equations. m

Note that F(0) is the transition rate matrix of J, and hence a MAP is non-defective if and only
if F(0)1 = 0, where 0 and 1 denote the (column) vectors of Os and 1s respectively (whereas the
identity and the zero matrices are denoted by I and 0 respectively.)

In studying exit problems of spectrally negative MAPs, the so-called scale matrices play an essential
role, which are defined analogously as the scale functions of spectrally negative Lévy processes.
From Kyprianou and Palmowski [38], for ¢ > 0, there exists a continuous, invertible matrix function
W@ [0, 00) — R¥*N such that for all 0 < z < a,

E, [e*%* < Ty Tl = WO @)W (a) . (3.1)
Moreover, Ivanovs [27] and Ivanovs and Palmowski [29] showed that W? can be characterized by
W@ (a) = (F(a) — qI)™", for large enough a, (3.2)

where f fo e~ f(x)dx denotes the Laplace transform of the (matrix) function f. Further-
more, the domam of W(q can be extended to the negative half line by taking W@ (x) = 0 for
x < 0. The basis of the above transform lies on a probabilistic construction of the scale matrix
W (@ which involves the first hitting time at level #. Let L%(x) denotes a matrix of expected
occupation times at 0 up to the first passage time over x. In addition, the matrix L? := L4(c0) is
the expected occupation density at 0. Then, W@ can be written as

W@ (z) = e ALY (),

with A? being the transition rate matrix of the Markov chain {.J_+},>¢. In other words, one has
P(rf < e, T;) = M with e, being an independent exponential random variable with rate ¢ > 0.
It is known that L? has finite entries and is invertible unless the process is non-defective and
wE[X1, J1|Jo]1 = 0 (see Ivanovs and Palmowski [29]). Hence, we have

lim eA W@ (z) = lim W@ (z)eR'™ = L9, (3.3)

T—00 T—r00
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where the matrix R? := (L¢)~" AYL¢. Moreover, one can see that

lim W@ (q)"' =0,

a—r0o0

since the expectation in (3.1)) tends to 0 when a — oo. Therefore, from the above argument,

lim A" = lim W@ (2)"'L%(z) = 0.

T—00 T—00

The second scale matrix Z@ is then defined through the W@ matrix function

2(0) =1~ [ W (y)dy (F(0) - a1
0
Note that Z(@(z) is continuous in z with Z?(0) = I. Furthermore,

lim eA"Z@ (z) = / eAMZdzLe (q1 — F(0)).

T—00 0

Remark 3.1.2. If the function is matriz-valued, it will always be bold in this chapter. It will also
be the case for the constant matrices.

Remark 3.1.3. In the cases without exponential killing (q = 0), the upper subscript q will be
omitted in the quantities mentioned above, which write as W (z), Z(z),L(z), A, etc.

More details about the scale matrices, can be found in Ivanovs and Palmowski [29] and Ivanovs |28].

3.1.3 Markov modulated Brownian motion and its scale matrix

This part will consider a case when (X, J) is a Markov modulated Brownian motion (MMBM in
shorthand). Some essential relations we will derive for later use in Section 3.5 Let X* be the linear
Brownian motion with variance o? > 0 and drift y; for all i € E. Further denote o and p as the
(column) vectors of o; and p;, and A, as the diagonal matrix with v on the diagonal. Moreover,
for every i,j € E we have that U;; = 0. Therefore, the matrix Laplace exponent F(s) is given by

1
F(s) = §A(2782 +Aus+ Q.

Despite the case when k := wp = 0 and ¢ = 0, Ivanovs |26] showed the representation of the
g-scale matrix

W@ (z) = (e_’qx - eA;”C) Sy, (3.4)

where E;l = —3AZ(A] + A]) and A(j; are the (unique) right solutions to the matrix integral
equation F($Aqi) = 0, that is,

Az (AP F AuAF + (@ —al) = 0. (3.5)

o-
2

In the next lemma, we present relations between A;r and A/ .
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Lemma 3.1.4. For g > 0, we have

Az

o

=
Il

Af=Cyp CAf =25 |-Q+qll, (3.6)

q

|

and

Az

o

=
Il

D, - A, DA, =05 [-Q+qll, (3.7)

[

where

-1
Cy= (Af + MDA (AT +A;) Dy = (A7 + A )AL (A7 +A7)

Proof. Using equations ([3.5)) altogether, one can obtain

2

A (A2 = (8;) = Au(Af +4;).

Hence, using (A])?> — (A;)? = A7 (A7 + A)) — (A] + A;)A,, we have

q

-1
Az = ((A+)2 - (A—)2> (A; + A;) —AF—C,.
Now, the above relationship together with (3.5 gives that
CoA; =25 [-Q+qll.

The remaining part of the proof can be done in a similar way by using

(AD? = (A, = (A] +AA; — A (A +A).

q

]

In the special case of ¢ = 0 we will write A", A=, C and D for A{, A, Cy and Dy, respectively.
Note that if (X, J) is the MMBM with single state ( i.e., X is equal in law to the linear Brownian
motion), we have, for ¢ > 0,

Af=—ps, A] =—p,
where p; — ps = i—fj and p; + p2 = Q—M;FW. In general, for the MMBM, we can only calculate
explicit analytical formulas for VV(")(Q:)7 A;, and A for some special cases. For instance, consider
the following parameters: ¢ > 0,

(o1 O (00 _f —qu1  gqu
(30} 8 (00) o= ()
for o1, 09, q11, g22 > 0. Then the matrix F(s) — ¢I is of the form
A2
F(s) —ql = 5 S qi1 — ¢ , q11 '
q22 7232 — Q22 —¢q
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Therefore, inversion of the Laplace transform (3.2) with respect to s gives

(@) 2(6122 + Q) Oé20'§ 2(]11 Q2T _ om0k
W(z) = 2 2 2 2
2¢29 2(q11 + q) — a303 (af — a3)agoio;
2(%2 + Q) — 06%0'% 2Q11 VT _ p—ouw ( )
_ 5 3.9
2G99 2(q11 + q) — alo? (af — a3)aqoios
where
VM, + /01,7~ 103K, VM, — /0L — 103K,
041 — s a2 = ,
0109 0109

M, = 0%(goa +q) + 02(qu1 + ), K, = (g1 + gaa + ).

It is straightforward that

(q), 2((]22 + q) 0420-% 2(]11 eocz:r) + e—az;v
W (z) = 5 (a2 — 042)0202
2q22 2(q11 + q) — ado? 1 2)0103
2(6122 + Q) — (I%O'% 2(]11 eUT | pmonx
2(]22 2((]11 + q) — 04%0'% (Ot% - @%)U%O’% .

Likewise, one can be interested in the formulas of A and A, . First, note that A] = A_ thanks
to the assumption of 1y = ps = 0 and equation (3.5)), thus (3.6) becomes

(AP =4 [—Q + ql} .

Since —ay and —ay are eigenvalues of A;“, thus after some basic algebra, one reaches that

_\/20§(a1+a2)2(Q11+Q)—4Q11qzz 211
-5
A+ = A" = 0102 97 1
q q 5 5 o+ .
2q22 *\/2‘71 (1+0a2)?(go2+q)—4q11922 1 2
U% 0102

Finally, we will provide a graphical example of the scale matrix. Consider the following set of the
parameters

1 0 00 ~0.05 0.05
A”‘(o 1.2)’ A“_(o 0)’ Q_( 0.1 —0.1)’ and g = 0.05.
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Scale Matrix
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Figure 3.2: Entries of scale matrix function W@

Using the formula 1’ , the scale matrix W@ is plotted in Figure . We can see that this matrix’s
diagonal cells have the same shape as the one-dimensional scale functions, where off-diagonal ones
are reflected in shape. In the following examples, the plots of w-matrices are provided to be
compared with these traditional ones.

3.2  w-killing

3.2.1 Definition

Now, we will proceed to the so-called w-killing. As we mentioned in the introduction to this
chapter, the concept was introduced by Li and Palmowski [41] for the spectrally negative Lévy
process. Let us recall our motivation from ([1.2)) when we introduced the concept of the two-sided
exit problem. We said that the following expectation for 0 < x < ¢

—qr
E, [e “ 1{TC+<T(;}]7 (3.10)

can be seen as an unit payment when the process reaches level ¢, but only if we do not reach level
0 before. We discount this payment with the factor of ¢ > 0. Now, the problem arises when the
discounting structure is not flat. For example, one can assume that the discounting factor depends
on the position of the process. Therefore, roughly speaking, one would like to consider

i
]Ez |:€ fO Q(XS)dsl{TcJ'_<T0_}:| ,
where now ¢ is a function of the position of the process. In the context of the Markov additive
processes, one can also assume that the discounting structure depends on the state of J. Therefore,
all the above leads us to the following definition of the w function.
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Definition 3.2.1. Let w: E x R — R be a function defined as w(i,z) = w;(x), where for a fived
i€ E, w: R — RT is a bounded, nonnegative measurable function and its value formulates the
matriz w(z) = diag(wi(x),...,wy(z)). Let X\ > 0 be the upper bound of |w;(x)| on [0,00) for all
1€ b

Let us note that in our setting, we assume that w is bounded, differently from Li and Palmowski [41]
where the respective function was locally bounded. We have addressed one point of view on the
two-sided exit problems. Let us recall the second one, related to the exponential killing. One can
see (3.10) as a probability that the process will not be exponentially killed before it reaches level
¢ but before going down to level 0. Now, we would like to extend this into the context of the w
function. Let us define the following stopping time

t
T, :=inf{t > 0: / wy, (Xs)ds > e}, (3.11)
0

where e; is an independent exponential random variable with parameter 1 and the function w satisfy
Definition [3.2.1] If one set X; = o for ¢t > 7, then we have a new way of killing the stochastic
process. When one sets w = ¢, then w-killing is the same as exponential killing. Now, we can
use this concept in terms of the Omega model. Traditionally, in this model, one assumes that the
process gets penalties when it is in the so-called red-zone, and it is bankrupt if the penalties are too
big. Moreover, we assume that if the process crosses a specific level, it is bankrupted immediately.
Usually, in the literature, the red-zone is of the form [—d, 0] where —d is the level of immediate
bankruptcy. Therefore, a small modification of leads to

t
4= inf{t >0: / wy,(Xs)ds > ey V Xy < —d}, (3.12)
0

where d € R. To be consistent with the literature, one needs to set d > 0, and we will do the same
in further examples. However, from a theoretical point of view, there is no need to impose such
restrictions in the general sense. Now, one can observe that the following exit problem
i Xs)d
B {e_ b Lrar |
is the unit payment due to reaching level ¢ before being ruined. Moreover, to incorporate discount-
ing one need to modify w function to w?(-,-) = w(-,-) + ¢, for some g > 0. Therefore, there is a

natural need to solve such exit problems. However, the Omega model is only a motivation. Such
exit problems can be used in many different settings.

3.2.2 Exit problems for w-killing and spectrally negative Lévy processes

We will start the topic of exit problems for w-killing in the case of the spectrally negative Lévy
process. As we mentioned, it can be seen as a MAP with state space J that has only one element.
In this part, we would like to present some results from the work from Li and Palmowski [41]
where this model was considered. Mainly, the authors considered two types of exit problems: type
A and type B. The first is when one is interested in crossing intervals by the upper boundary and
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later by the lower. We consider both before ruin/bankruptcy time. The authors showed that the
following functions for x € [0, ¢|

c

&
A(x,c) :=E, {e_ 0f wXs)ds ot 7'0_] ,

C ?

B(z,c) :=E, [6 J° wXo)ds = < rF

can be characterized by the two families of functions {W®(z),x € R} and {Z@(z),r € R}
defined as uniquely solutions to the following equations

W) = W)+ [ Wla = )W )y
29) =1+ [ Wia = ()2 )iy

The authors showed that

W (z)
@) (4
B(z,c) = 29 (z) - VV\\}/(W)((C)) ZW ().

Moreover, the authors also gave a more generalised scale function to allow for shifting. Namely,
they defined functions W) (z, y) and Z“) (x,y) on R x R being the solutions of following equations

W (z,y) = W(z —1y) + /x W(z — 2)w(y) W (2, y)dz (3.13)

and x
ZE)(z,y) =1 +/ W (z — 2)w(2) 2% (z,y)dz.
Yy

Thanks to this the authors got that for —co < 2z < <y <

_ W@,2)
o W(W) (y7 Z) ’

z

o
E, [e Jo® ”(Xs)dS,TyJr < 7':|

W (z, 2)

) z(w) )

z Y

E, [e‘ s wXo)ds = T+:| = zW (x,2) —
In case of one-sided exit problems, they got, among other results, that for fixed level d > 0 and
x> —d

E. [efooo wisds, = = oo} = oW1 (oo W (2, —d), (3.14)

-1
where cyy-1(00,—a) = [lim(HOO W) (e, —d)]
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3.2.3 Probability of Omega bankruptcy for Cramer-Lundberg process

One can use representations for w-killed exit problems to obtain some results related to the Omega
model or different applications. In this section, we will give a solution to the probability of Omega
bankruptcy, which is the ruin time in the Omega model. The result is interesting on its own but
also shows how one can work with the w-killed exit problems. We will use the Cramer-Lundberg
process with exponential claims as the underlying process. Recall from Section that we define
this process such that for every ¢ > 0

Ny
Xt:$+Pt—ZUia

=1

where x € R,p > 0, {U;}2, is an i.i.d. sequence of exponential random variables with the pa-
rameter > 0, and {NV,};>0 is a homogeneous Poisson process with the intensity A > 0. We also
assume that the Poisson process and the exponential random variables are mutually independent.
Before proceeding to the results, we would like to mention that the below calculations are done in
the same manner as in Li and Palmowski [41] when the linear Brownian motion was an underlying
process. The authors achieved the formula for the probability of bankruptcy in the Omega model
and showed that this probability is a linear function of classical ruin probability. As shown below,
we get a similar result. Therefore, let us proceed with the calculations.

We know that the Laplace exponent for the Cramér-Lundberg process with exponential claims is
equal to

Yo"

p+a

v(a) = pa —
Thus one can get the formula for W@ namely

1

WD (¢
() =2

<A+eq+“” - A_e‘fw) ,

where

qE = PHaE gt A g A - pp)* o+ dpay
gt —q 2p
From (|1.3]) we know that

o(x) =P (1y <o0)=1-— w/(0+)W(:r;),

if 0 < (0+) =p— % Note that this assumption is the well known net profit condition. In the
case of this process, this is equivalent to the fact that drift is strictly positive. We will also consider
this assumption here. From the above, one can see that we need to calculate the formula for the
(0)-scale function. Therefore, note that

thus
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Therefore, we can go back to the representation of the probability of classical ruin time

r)=1-— —é T :le(%)x
o) = 1 (p #)Wm 250 (3.15)

Let us consider the Omega ruin time, defined in (3.12)), as a bankruptcy time in this model. At
first, we would like to proceed to general calculations with some restrictions. Assume that the
function w satisfies the following conditions for —d < 0

e w(z) >0 for x € [—d, 0] and zero otherwise,

e w(x) is differentiable continuously function on [—d, 0], where at the ending points, we use
left and right derivative/limit, respectively.

Recall from (3.13) that (with y = —d)
d
W (z, —d) = W(z +d) + / W(z+d—y)w(y — dWW (y —d,—d)dy. (3.16)
0

Moreover, we are only interested in x > —d as below —d the process is killed. The following
proposition will give us the possibility for numerical calculations for the above scale function.

Proposition 3.2.2. Function W) satisfy the following differential equation for x € [—d,0]

PV (@, =d) = [w(@) + (A= p) [W (2, =) = [mo(@) + o (@)W, —d) =0,

with W (~d, —d) = - W (=d, ~d) = 250

p

Proof. Take z = x +d > 0 and denote g(2) := W@ (2 — d, —d) = W (z, —d). Then from (3.16)),

we have that

g(z / W(z—y)w(y —d)g(y)dy. (3.17)
Observe, since ¢~ = 0, that
d L\ d
(-0) W =0,

(=) 22901 = 3 [ole = hgla) + s = Dgle) + oz = dig

and

hus
t Py’ () = |w(z = d) + (A= )| g (2) = [po(z = d) + &' (2 = )| g(2) = 0,

with the initial values g(0) = % and ¢'(0) = ’\“;—Sd). To end this proof, one must go back to the
r-domain. ]
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Second proposition will be related to the probability of the Omega bankruptcy time. Note that
the probability of Omega bankruptcy is equal to

SO(W)(w) =P, (Tg < OO) =1-—-E, [e_ Io” W(S)ds; T, = OO] ’

and from ((3.14) we know that for x > —d

]E:E [6_ fooo w(s)ds; Tﬁd — ooi| = CW*I(oo,fd)W(w) (I, _d)7

1
with ¢y -1(00,—a) = [limcﬁoo W) (e, —d)] .

Proposition 3.2.3. Function ©“)(x) is given by

2

(@) = )30

1 (oW (0, —d), >0,
MP—)\)CW 1 (00,—d) ( ), forx>

where as before p(x) =P, (7‘0_ < oo> = 2e » © is the classical ruin probability.

Proof. First, we make again substitution z = z + d and from (3.17) and the fact that w(z) = 0 for
z > d one can get the following

and

Thus, when we get back to the 2-domain using g(z) = W) (x, —d), then above equation gives

Wiz, =d) = W (0,—d) + —E= 1= 37 | W) (0, —),

pp —
Hence,
1
WD TWEI(0, —d) + LW (0, —d)’
Therefore
w w p mw w)
P () =1 — epy-1(00, W (2, —d) = DA [e P ]W( (0, —d)ey-1(co,—a)
9 (3.18)
o Up (w)’
= ————WYWH(0, —d)eyw-1(00.—d)-
¢<m)A(Mp—A) (0, =d)ey—1(00,—)
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Note, that we still need to calculate W) (0, —d) and W) (0, —d). We will use numerical methods
to approximate them. The main question here is how ¢ (z) is related to the probability of the
classical ruin time. In particular if w(z) = 0 then

(2 —d) = o(x).

This is due to the translation of process X by the constant d (more precisely, due to the spatial
homogeneity of the process). Observe that

olz+d) < ga(“’)(a:) < p(z). (3.19)

We aim to show these inequalities in the picture, but we need to fix the w function to give numerical
examples. We will consider the shape of the w function mentioned in the introductory section.
Namely, let us take

w(r) = [70 + 71 (z +d) lizci—a0-

As we mention before, we need to calculate W) (0, —d) and W) (0, —d) with the use of numerical
methods. Note that if we set

Yo = _f}/ld7

then w will be continuous at zero. It gives us a more reasonable interpretation because the penalty
will decrease continuously to zero. Thus,

w(x) = Nnale—a-

It is straightforward that +; < 0 because we have an assumption that w(z) > 0 for all z. For such
the model, we have from Proposition the following differential equation. For x € [—d, 0] it
holds

PV (2, ~d) = [z + (A = )| W (2, =d) = 3 [+ 1| W (@, =d) = 0, (3.20)

with the initial values W®)(—d; —d) = 1 and W' (=d; —d) = 234,

Before we proceed to numerical examples, let us recall the basic procedure for dealing with such
differential equations using numerical methods. For reference see e.g. Burden and Faires [10].

At the beginning we can set f(z) := W (z; —d) and h(z) :== W' (2; —d) for € [~d,0]. Then
became

%: (ZE),
z+(A— z+1
% _n +(p “p))h(x) + 71(#p+ )f(x),

with f(—d) = % and h(—d) = %. On the interval of interest, this system has a unique solution A

and f due to the Lipschitz condition with respect to dependent variables and continuity. Therefore,
we can easily obtain an approximation for W) (0, —d) and W) (0, —d) using some of iterative
methods (e.g. Runge-Kutta methods).

Now, we are ready to give a picture which shows relations between probabilities in the inequalities

(3.19). Thus, let us fix the following

A=1 pu=1, m=-02 d=3, p=125
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and consider the picture below:

Comparison between probabilities of classical ruin and omega bankruptcy times

1.00-

=
by
o

— olx

—_— I:ul(

— ofx+d)

Values of probabilities

<
&)
o

0.0 25 50 75 10.0
Values of company initial capital

Figure 3.3: Comparison between ¢(z), o) (z) and ¢(z + d)

Above, we can see the relations between these three probabilities and the trivial observation that
if we increase capital, probabilities become smaller exponentially fast. Note that if we increase the
values of the penalty function w, the probability of Omega bankruptcy time will become closer to
the classical ruin time. If we behave conversely, we will be close to the ¢(z + d).

3.3 Exit problems for MAP and w-killing

3.3.1 w-scale matrices

Before presenting our main results, we shall devote a little time to establish some necessary nota-
tions. Our main aim is to represent the fluctuation identities for MAPs with w-killing in terms of
new w-scale matrices defined as the unique solutions to the following equations

W@ (z) = W(z) + W * (wW(w)) (x), (3.21)
ZW(g) =T+ W % (wZ(w)) (x),

where fx g(x) = fox f(z —y)g(y)dy denotes the convolution of two matrix functions f and g. The
following lemma shows that the above w-scale matrices W) and Z) are well-defined and exist
uniquely.

Lemma 3.3.1. For every i,j € E, let us assume that h;; is a locally bounded function and w; is
a bounded function on R. There exists a unique solution to the following equation

H(z) = h(z) + W * (wH) (2), (3.22)
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where H(x) = h(z) for x < 0. Furthermore, for any fized 6 > 0, H satisfies if and only if
H satisfies
H(z) = hs(x) + WO % ((w — ST)H) (z), (3.23)

where hs(x) = h(z) + W ©® x h(z).

Proof. To prove the uniqueness of the solution, we will show that H(z) = 0 is the only solution to
H) = [ Wi = pwH)dy (3.21)
0
Taking the Laplace transform on both sides of (3.24]) (with an argument sg), we get

Hi(so) = W(so) wH(so).

Recall that A is the upper bound of |w;(y)| on [0, 00) for all ¢ € E. Using (3.2)), we obtain that the
matrix norm of H(s) fulfills the inequality

I (s0) [l < MW (so) [[E(s0)[| = MF " (s0) [[[H(s0) - (3.25)
Next, we will show that there exists sy such that
1
IF(s)7| < TR for all s > s. (3.26)

To do so, we recall the expression for F(«):
F(a) = diag(¢1(a),. .., ¥n(a)) + Qo E(e*); jep.

Observe that its diagonal goes to infinity, as a goes to infinity, and each element (entry-wise) other
than the diagonal is bounded by the (fixed) g;;.
We now prove that using the induction argument with respect to the dimension of F(«),

F'(a) = 0, as a — oo.

Define a series sub-matrices of F(«), for m =1,2,... N,

Fufo) = Fla)nkn = ((Fy@7s,)

and in what follows, we will show that

F, '(a) = Opxm, as a — o0o. (3.27)

m

Clearly, Fy(a)™! = F(a)™.
When m = 1, Fi(a)™! = m, which makes lb hold obviously, and sq in (3.26|) is chosen
such that wl; < % Assume (]3.27)) holds for the dimension m = k—1. Then in the dimension

(s0)+q11
R = (A B)
k& — C D )

m = k, we have
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where
A(kq)x(kq) =Fi_1(a),
B—1)x1 = (quE(e®V™), ..., g1 E(eVE-0e)T,
Cixe-1) = (@uE(), ..., qrpe—E(eVre-1)),
and

Dix1 = Yr() — e
Using the property for the inverse of the block matrix

A BY' [(A'+A'BD-CA'B)'CA! —A!'B(D-CA'B)!
c D) ~ —(D - CA"'B)"'CA™! (D — CA~'B)"! !

it is clear that each block for Fy (o)™t goes to 0 as a — oo, since

A =F (@)™ = 0p—1)x(k-1)s

1
D CA™'B)! =
( ) Yr(a) — g, — CA™'B

and B, C have bounded (non-negative) elements. This completes the proof of (3.26]). Plugging
(3.26) into (3.25)) gives

— 0,

IH(s0)|| = 0, i.e., H(z) =0,

which completes the proof of uniqueness of the solution of Equation ([3.22]).
To prove the existence of the solution of Equation (3.22), we construct a series of matrices {H,,},
which converge to the unique solution. Define the operator G on a matrix, for z > 0,

—~

OR ()= [~ e [ e IWe - yn)K ()dyds = Wiso +2) K (2),

Then,

GUIK (2) == (G K(2),

Ho(z) = /00 e * e 0% (x)dx = ho(so + 2),

0
ﬁm+1(z) = ﬁo(z) + Qﬁm(z).
G is a linear operator such that ||GK(z)|| < %||I~{(z)|\ for z > 0. Therefore, for m > [, we have
I (2) = Hi(2)] = [ Y GWHo(2)]| < 27! Ho(2)
k=41

which means {H,,(z), 2z > 0},s0 forms a Cauchy sequence (entry-wise) that admits a limit 9(2)
for any z > 0 satisfying

H(2) = Ho(2) + GH(2) = ho(so + 2) + W(so + 2) wH(2).
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Using the uniqueness of Laplace transform, we have
Hla) = o) + [ e IW e = pholn)H(0)dy
0

which shows that H(z) = e**$)(z) is the solution to (3.22]).

As for the second statement in this lemma, we see that if H satisfies , by letting 6 = 0, we
obtain immediately. Now we only need to show that if H is the solution to , it is also
the solution to . We convolute both sides of with SW ) (on the left),

SWO x H(z) = WO s h(z) + SW « W * (wH)(z)
= W@ s h(z) + (WO — W) x (wH)(z),

where in the last step we used the identity W©® — W = §W©® « W (which can be seen from the
Laplace transform). Therefore,

H(z) = h(z) + SW® s h(z) + WO x (w — 0T)H)(x),

which completes the proof.

[

We further introduce more general scale matrices W (z, %) and Z“)(z,y) to allow shifting:
W (z,y) = W(z —y) + /x W(z — 2)w(2)WW (2, y)dz, (3.28)

y
ZW(z,y) =1+ /m W(z — 2)w(2) 2% (2, y)dz. (3.29)
y
Also note that W« (z,0) = W) (), Z&)(x,0) = Z&) (1), as well as

Wz —y) =W (z,y), and Z@)(z—y)=Z@(z,y), (3.30)

with w*(+, 2) = w(:, 2 + y).
Based on the fact that W) — W = §W©® x W and Z©®) — Z = §W© x Z_ it is straightforward to
check that

W (z,y) = / WO (2 — 2)(w(z) — SHW® (2, y)dz, (3.31)

ZW (g, y) =ZO(x —y /W z — 2)(w(z) = D2 (2, y)dz.

To solve the one-sided upward problem (i.e., to get Corollary (1)), we have to assume addi-
tionally that
wi(r)=p >0, forallz<0andie€ E. (3.32)

Hence we define a matrix function H“) which satisfies the following integral equation

HE (z) = e B 4 / WP (z — 2)(w(z) — BOYHW (2)dz. (3.33)
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3.3.2 Exit problems and resolvents

This section establishes our main results on fluctuation identities and resolvents for spectrally
negative w-killed MAPs. Our main fluctuation identities will be related to the type A and type B
two-sided exit problems. The following matrices can characterise them for d < x < ¢

7t i
Afiw)(a:,c) =, |e /o “Js(Xs)ds,Tj <7y, J+1Jo]

Béw)(x,c) =E, e‘fOTd “Js(XS)dS,Td <Tr Jd |Jo] -

c ) YT

Theorem 3.3.2. (Two-sided exit problem for type A issue)
Ford<z<ec¢
Al (w,c) = W (@, )W (c,d) ",

where matriz W) is given in and W@ =1 is its inverse.

Proof. In what follows, we prove the case of d = 0, and then the general result holds using the
shifting argument and the identity (3.30).
First, applying the strong Markov property of X at Ter and using the fact that X has no positive
jumps, we get that:

A (z,2) = AW (2, ) AW (y, 2), (3.34)

forall 0 <z <y <z

Following the similar argument as in Li and Palmowski [41], we recall that A > 0 is the arbitrary
upper bound of w;(z) (for all z € R and 1 < i < N). Let T = {T;,t > 0} be a Poisson
point process on Ry X [0, ] with a characteristic measure p(dt, dy) = Adt ;1o (y)dy. Hence
T = {(Ty, My),k =1,2,...}is a doubly stochastic marked Poisson process with jump intensity A,
jumps epochs T} and marks M} being uniformly distributed on [0, A]. Moreover, we construct ¥
to be independent of X. Therefore, for T := inf {7} > 0: M}, < wy, (Xr,); for k > 1}, we have

A(w(x ¢) =Py (77 <15 NT®, J 4+ =j)
P, (#1{ My < wiy, (X)) for Ty < 7575 < 75, T = j} = 0).

In this case, there are two scenarios following. Either there is no T}, which occurs before reaching
level ¢ or the first jump time T} occurs in state m, and the process renews from state m. Hence,

A(UJ (:L‘ C) ]P)xz(Tl > T C 5 C < TO s T+ :])

+ZEIZ|: XTU ),T1<7'C+/\7'0_,M1>wm(XTl),JT1:m

=E, e ;7 < o, Jd = j]

A — Wm(y)

3 Afﬁf}(y,c),

/ ZEN Xr, €dy, Ty < 7} A1y, Iy = m]
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which is equivalent to

AW (z, ¢) :Ex[e_’\Tj,Tj <75, 4]

Te

+/ E, [Xr, € dy. Ty <75 A1y, Jr ] ~ (AL — w(y)) A (y,c),
0

1
A
where

B[ 7t < ) g = WO @) W (),

T

and

1
VB (X €dy, Ty < 78 A7, ] = (WO @)W (0 "W (e —y) - W (@ — ) dy,

are given in Ivanovs and Palmowski [29] and Ivanovs |28, respectively.
Taking the last increment to the other side of the above equality and applying relation (3.34]) gives

<I + /050 W (2 — ) (A — w(y)) AW (y, x)dy) AW (z, ¢) (3.35)
=W ()W () (I + /Oc W (e —y) (M —w(y) AW (y, c)dy) .
By defining
W ()71 = W ()7 (I + /93 W (2 —y) (A — w(y)) AW (y, :E)dy) : (3.36)
0
we obtain the required identity

AW (z,¢) = W ()W) ()7L,

Invertibility of the matrix W®)(x)~! is given in the proposition at the end of this proof. After
replacing A (y, r) = W (y)WW (2)~! in (3.36)), we have

W () = (I +/ W (e = 3) O - () AV () ) W)
/ WOz — ) (AL - w(y) W) (y)dy.
Now using the identity W©® — W = W = W) it is straightforward to show
W) = Wia) + [ Wia = ()W) dy.

Now, we are left with the proof of the inevitability of the matrix function W) (z)~!.
Proposition 3.3.3. The matriz W) (z)~! is invertible for any x > 0.
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Proof. From ({3.36)), one can see that it is enough to prove that the matrix

Pla) =T+ [ WO(a =) (M - () AV (g, 2)dy

is invertible for every x > 0. Using a similar argument as in Kyprianou and Palmowski 38|, note
that for all y > 0, there exists some N x N sub-stochastic invertible intensity matrix A**(y) such
that

P, (1.7 <75 AT“,J +]Jy) = exp (/;A“’*(y) dy) . (3.37)

This observation implies that the matrix A“)(z, ¢) is invertible for any z,c¢ € R, such that
0 < z < c¢. The matrix A®(x,¢) is also continuous (entry wise) with respect of c¢. Now, assume
that there exists ¢ > 0 such that matrix P(x) is invertible for some 0 < 2 < ¢ and is singular for
x = c¢. Then from relation we get contradiction, because the left-hand side of it is invertible
(as a product of invertible matrices) and the right-hand side is singular from the assumption.
Hence, only two scenarios are possible: the matrix P(z) is invertible for all z > 0 or it is singular
for all > 0. Finally, since P(0) = I and P(x) is continuous in > 0 we obtain that P(z) must
be invertible for all x > 0. O

This proposition completes the proof of the theorem. O

One needs to define w-type resolvents for the type B problem. Namely, let {(X¢, J;)}+>0 be a MAP
with the lifetime & (it means that the MAP is killed after this time), transition probabilities and
g-resolvent measures, given, respectively by

Qrijfi(x) = Eu [f5(Xy),t < &, Jp = j]

and

K(‘]) e —qt viifi d
fi(z) = /0 e " Quij fi(w)dt

where { f;}7_ is a set of nonnegative, bounded, continuous functions on R such that sup, ; K Z»(JQ) filz) <

00. Then the w-type resolvent KZ-(;-J ) is defined by

K9, / Q1) ()

where

t
QU0 = By oxp (- [ wn(Xas) 500t < 600 = ]
0
The next lemma is a helpful tool used further to get the representation of the matrix B“)(x, c).

Lemma 3.3.4. The matriz K& f(z) = {KZ( fi(@)}N_, satisfies the following equality

K¥ f(z) = KO (f — wK¥ ) (2),

where f = diag(f1, ..., fn)-
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Proof. As before without loss of generality, we assume that w;(z) is bounded by some \ > 0 for

all x € R and 7 € E. The finiteness of Ki(f)fj( ) comes from the fact that K fj( ) < Z(]O)fj(:v)
for all 1 <4 < N. Using similar arguments as in the proof of Theorem |3.3.2 We have

Qt zyf]( )
—E,, [ Fr(X)it < € and My > wy, (Xg,) for all Ty < t,J, = j]

N oot
=Eoi [fn (Xt <€Ti>t, 0 =1+ / Epi | Q1% fi(X0), My > wi(X,), J, = 1| B(Ty € ds)
=1 70
N t
=By [ M F(X)5t < 6D =5]+ ) / Eoi | = @(X))Q0 f(X0), 1o = 1] e7ds
=170

_Qw(f)\)fj +Z/ Qszl )Qt sl]fj> (ZE)dS

Note that the superscript A denotes a counterpart for fixed w;(x) = A. Equivalently, in a matrix
form, we have

Q" #0) = Qf) + [ QY (OL-w)Qff) ()t

where by matrix compounding, we mean (A (B) ))” = ZN A Byj(x). Thus,

K® f(x / QY f =KWV f(2) + KV (M - w)K@W §) (2). (3.38)

Using the resolvent identity NK(©(KW) = KO — K™ we have
AKO (K@ f) (2) = (KO — KM f(2) + (KO — KM) (A - w)K@ f) (2). (3.39)

Comparing ([3.38) with (3.39) completes the proof.
0

Having the above lemma, we are ready to prove the two-sided exit problem for the type B issue.

Theorem 3.3.5. (Two-sided exit problem for type B issue)
Ford <ax <cg,

B (z,¢) = Z9(z,d) — W (2, )W (¢, d) ' 2@ (¢, d),

where Z©) is given in (3.29) and invertibility of W) is given in Theorem .

Proof. Again we prove the case of d = 0, and then the general result holds true using the shifting
argument as well as the identity (3.30)). For i,j € E, define

B(w)< ) _ llm B( )( ) _ Ex,i e_ fOTO wJS(XS)dS,TO_ < 007 JT(; :] . (340)

1,
J c—00
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Note that for any 7,j € E and x, ¢ € R such that x < ¢ matrix function Bi(;.)) (x,c¢) is monotone in

¢, and it is bounded by 0 < Bz-(f) (x,¢) <P, (7'(; <7 ,J-= j) < 1, so the limit in (3.40|) exists

To

and is finite. The strong Markov property and spectrally negativity of X give that
B“(z,¢) = B (z) — A¥(z,¢)BYW(c). (3.41)

To identify B®)(x), we use Lemma with £ =75 and f(-) = w(-). Hence

e t
/ 0 wy, (Xy) exp <—/ WJS(XS)d8> dt,t <7y, Jt]
0 0
) t
:/ E, [th(Xt) exp (—/ Wy, (Xs)ds> <7y, Jt} dt
0 0

= /O ) (W(2)e® = W(z —y)) [w(y) —w(@-BY)(y)]dy,  (342)

I(x) — B¥(z) =E,

where the potential measure
K (Loo0)(X1 € dy)) (1) = Uooy (. dy) = (W (2)e™ = W(z —y)) dy,

was obtained in Ivanovs 28] with R = R". We may rewrite it as
B“(z) = I(z) - W(2)Cp + / W(z — y)w(y)B“ (y)dy, (3.43)
0

where

Cpw :/ R (y)BW (y)dy. (3.44)
0

Note that 0 < Bl(;u)(y) < 1 and recall that 0 < w;(z) < A. Hence the last increment on the
right-hand side of equation (3.43)) is finite, and then matrix Cp) is well defined and finite. From
the definitions of w-scale matrices we have

B“(z) = Z¥(z) — W (2)Cp). (3.45)
Equation completes the proof. O
Remark 3.3.6. When d = 0, we use simplified notations
AW (z,c) = Af (x,0),

and
B (z,¢) :== B{(z, c).

Now, taking the limits d — —oo and ¢ — oo (as well as d = 0) in Theorems and
respectively, we obtain the following corollary regarding to the one-sided exit problem.

Corollary 3.3.7. (One-sided exit problem)
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(i) Under the assumption (5.39), for x <,

i
E, {e‘fo w‘fs(XS)dS,Tj < oo,JTC+|J0} = H(“)(I)’H(w)(c)_l,

for invertible matriz function H“) given in .
(ii) For x >0 and A > 0,

i {6_ 170wy, (Xs)ds Ty < 00, |Jo] = ZW(g) - W(W)(:E)Cw(oo)*lz(oo)a

where matrix

C W(o0)~ 12(00) = lim W(w( )_1Z(W)(C)7

c— 00

exists and has finite entries.

Proof. Proof of the case (i) First we will prove that

lim W (z, )W (c,d)! = H“ (2)H“) (c)~". (3.46)

d——00

Then the result will follow from Theorem [3.3.2] Recall that for z > d and any fixed 5 > 0, we
have:

W (z,d) = W (z — d) + /x WO (2 — 2)(w(z) — FIW) (2, d)dz.

Moreover, for x = 0,
W0, d)e ™! = WP (—d)e R,

Hence from (3.3 we have
lim W (0,d)e ® = lim W (—d)e ®'? =17,

d——00 d——00

From Theorem [3.3.2} for z > 0,
&l
E [e— Jo® wss(Xe)ds b JT;|J0} W (2, d) = W¥(0,d).

Since the above expectation is increasing with respect to d, the following limit is well-defined and
finite for every x > d

dlim E [ 5 s, (Xs)is T < Ty, JT+]J0] W (z, d)e R
——00 ®
{ I s, (Xt o, JT+|JO} im W (z,d)e ® = 1P,
v ——00

Note also that, since matrix L” is invertible as it was note above Equation (3.3)), from the above
equation, it follows that the matrix limg_,_,, W (x, d)e_RBd is also invertible. Taking

HE(z) = lim WY (z,d)e 4L

d——o0
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completes the proof of the first part of the corollary. To show that the above form of H)(z)

satisfies (3.33)), note that
W (2, d)e R = (W(B)(x —d) + / WO (2 — 2)(w(z) — FIW) (2, d)dz) e R,
0

Then, the result follows by taking the limit d — —oo and applying the dominated convergence
theorem.
Proof of the case (ii) The proof follows by taking the limit (3.40)), which exists and is finite.
Moreover, the limit

lim W(”)(c)‘lz(“)(c) = CW(oo)*lz(oo) = Cpw

c— 00
is finite by (3.44]). This completes the proof. O

Next, we present the representations of four w-type resolvents. These types of identities are usually
used to describe the position of the Lévy process right before exit from some interval or half-line
based on the so-called compensation formula; see Kyprianou [35, Chap. 5| for detalis.

Theorem 3.3.8. (Resolvents)
(i) Ford <z <c,
[ee) t
UEZ)C) (x,dy) = / E, {exp (—/ wy, (Xs)ds> X Edy, t <1p AT, Jt|J0} dt
0 0
= (W(”)(x, d)W(“’)(c, d)_lw(“)(c, y) — W(“’)(az, y)) dy.

(i) Forx >0 and A >0,

0 t
UE:,LO)(%d?J) = / E, [exp (—/ CL)JS<XS)dS) X edy,t <1y, Jt|J0] dt
0 0

= (W¥(@)Coiee-1wise) (y) = W (2, )) dy.

where
Co(oo)-1w(eoy () = lim W) ()W) (¢, )

c— 00

1s a well-defined and finite matrix.
(iii) For x,y < c,
Ugf)ow)(x,dy) D= /000 E, {exp (— /Ot CUJS(XS)dS> Xy edy,t <l Jt|J0] dt
= (HO @ HW ()W e, y) =W (2, y)) dy.
(iv) Forz € R,
U (. dy) = /0 "E, {exp (— /0 t wJS(XS)ds) X, € dy, Jt|J0] dt
= (H“(2)Crifoo) o0 (4) = W, y)) dy,

where matriz Coyoo)-1w(oo) = iMoo ’H(w)(c)_lw(w)(c, y) exists and has finite entries.
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Proof. Proof of the case ()
Using Lemma [3.3.4) we have

UEZ)C)f(f) = /OO {th(Xt) exp ( /OthS(X )ds) < Ty AT Tl | dt
- [[Uao o) (50 - )0, £0). (3.47)

where U (4.¢)(x, dy) is the potential measure of the MAP without w-killing, given in Theorem 1 of
Ivanovs [28|:

Uz, dy) = (W(z = d)W(c—d)""W(c—y) - W(z —y)) dy.

Hence, we can rewrite Equation (3.47)) as

U, $a) = W= dCo— [ W= i)ty + [ W - eV, fw)in

where Cy = deW(c— d)""W(c—vy) (f(y) —w(y)U dc)f( )) dy. Multiplying Equation (3.28)) by
Cy gives that

W (z,d)Cy = W(z —d)Cy + / W (z — 3)w(y)W (y, d)Cydy,
d
and define the operator R f(x f W) (2, ) f(y)dy, which leads to

R £(x) / W= )f )y + [ Wio - )R f)dy
d
Therefore, by the uniqueness property in Lemma [3.3.1] we have
U f(x) = W (2,d)Cy — R¥ f(x).

To find the constant matrix Cy, we use the boundary condition UES)C) f(c) = 0. One completes

the proof by denoting the density of U(a,C f(x) as UEZ)C) (x,dy).

Proof of the case (i)

This identity follows directly from Theorem [3.3.8] (i) by taking the limit and using together
with the dominated convergence theorem.

Proof of the case (iii)

The formula follows by taking the limit lim; , ., in Theorem m (7) and then using (3.46]).
Proof of the case (iv)

This identity follows from Theoremm (441) by taking the limit ¢ — oo. Since H ) (c)"'W®)(c,y)
is monotonic in ¢ then the result holds. O
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3.4 Dividends in the Omega ruin model

In this section, we demonstrate one application of the previously obtained results on the dividend
problem. We assume that the company’s reserve process is governed by a MAP (X, J). We consider
a dividend barrier strategy (at ¢) and define the cumulative dividends paid up to time ¢ as follows

L = sup[Xs — ¢] V0.

s<t

With the barrier dividend strategy, we work with the controlled risk process U = {U; : t > 0} such
that
Uf =X, — L.

Moreover, we assume that this company pays dividends according to the barrier strategy until
Omega ruin time. Let us recall that we defined it as

t
4 =inf{t >0: / wy, (US)ds > e, or Uf < —d},
0

where e; is an independent exponential random variable (with mean 1) and a fixed level d € R is a
threshold. Usually, one set d > 0, and for all i € E and for —d < x < 0, the (typically decreasing)
function w;(z) > 0 can be interpreted as a bankruptcy rate. However, from the theoretical point
of view, there is no need for such restriction. For example, if one set d = 0 and w;(x) > 0, for all
i € E for some region above 0, then we will have some form of early warning zone before classical
ruin. Also, in the proof of the value function representation, we will use d = 0 and then the general
result will be followed by simple shifting. In particular, we say that the process U* is in the time
t in the so-called "red zone” if wy, (Uf) > 0.

Thus, ruin can occur in two situations. The first is when the process crosses a fixed level —d (for
d = 0, we have a case of classical ruin time). The second possibility is when bankruptcy happens in
the “red zone”, and the intensity of this bankruptcy is a function of the current level of the additive
regulated component U¢ and the Markov chain J. In other words the probability of bankruptcy
within an infinitesimal time dt in the “red zone" is wy, (z)dt. For more details related to the Omega
ruin time, we refer to Gerber et al. [23] and Li and Palmowski [41]. In the following theorem, we
examine the case of d = 0 and then consider a general d in the corollary.

Theorem 3.4.1. Assume that dividends are discounted at a constant force of interest 6 > 0 and
d = 0. The expected discounted present value of the dividends paid before Omega ruin (1, == 7°)
under a constant dividend barrier, c is given by

o W) ()W EF) () =1, for 0<z<c,
v.(z) :=E, {/ e &st,JTw]JO] = (z) (5+w) © (5+w)r () —1
; (z = ) + W WO (o)1, for x> ¢,

where the invertible matrix function fulfils

WO () = W (c) + /Oc W (e —y)(w(y) + SDHWEH) (y))dy + W (0)(w(c) + ST)WECH)(¢).
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Proof. We start with the case of 0 < # < ¢. Conditioning on reaching the level ¢ first, we have
vo(z) = AW (z, e)ve(c) = WO ()W) (¢) Ly (c).

As a first step, we will find a lower bound for v.(c). For m € N, consider that the dividend is not
paid until reaching the level ¢ + -

ve(c) > E,.

+
_ 7'c-&-l/m _ ]_
e o (Ofws(Xa)ds ot <7 T+ | Jo| ve[c+ =
Vet U N
m c+m m

=E. 1
et 1

+
Te /m 1
e~ Jo T Fhes (X ot Ty, J+ |J0] (VC(C) + —I) :
etk m

where the last equality is due to the dividend of % paid immediately and the fact that the drop
in surplus will not cause the state transition.
On the other hand, an upper bound can be found as

v.(c) < E. L

+
Te m 1
e_ fO " (6+WJS(X5))d87T+ < 7_0_7 73L 1 |JO] (VC(C) + _I)
ct—=—

1
+ _Ec

m

TJCH/ o 1/
e st — [t ™wy (Xs)ds _+ —
/0\ e dte ‘[0 h ,TC_"_% <7_0 7JTJ’JO

+E. U e dLy, Ty < T 4, JTw|J0] :
0 m
where L¢ will be bounded by % for the process starting from level ¢ to level ¢ + %, ie.,
" st re + 1 +
E | [ e ®dLe,r, <7 .. J.|J| < —P. (Tw<r 1,Jm|J0>.
0 tm m i

Note that as m — oo, the following two limits approach to 0:

lim E.

c+ =
m

+ +
T T
ct+1/m _ _ ct+1/m _
/ e Otdt e Jo O-f’Js(Xs)ds’TJr+ L < T 7J7—0_"]0] =0,
0

and
lim P, (Tw <7t JTw|J0> —0.

m—ro0

See Renaud and Zhou [53]| and Czarna et al. |16] for more details.
Therefore, by matching the upper and lower bounds, we have

+
7—C m ]_ 1
VC(C) = Ec e Jo Y (0w, (XS))ds7T+ < TJ? Tt 1 ’Jc)] <VC(C) T _I> o (_)

1
c+m

m

— WEtw) (C)W(6+w)(c + i)*l (Vc(c) + iI) +o (%) )

m m
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and hence with some rearangements,

1/m m
Letting m — oo, it turns out
WO (YW () Tly (¢) =1,
where matrix

W) = Wle) [ W= y)(ely) + SOV )y + W(O)(e) + TV )(c),

is well-defined since the scale matrix W is almost everywhere differentiable, see Kyprianou and
Palmowski [38|. Furthermore, one can observe that, from representation , the above matrix
is invertible for any ¢ > 0 and then v,(c) = WO+) (e)W0+) (o)1,

To end this proof, note that for x > ¢, one is immediately paying a dividend of size © — ¢ (and this
will not cause the state transition), therefore

ve(z) = (x — ¢) + volc) = (x — ¢) + WO ()W) ()71,
[

Applying the shifting argument to Theorem [3.4.1], we have the representation for the value function
for a general d.

Corollary 3.4.2. For § > 0, the expected present value of the dividend paid before Omega ruin
(t8) under a constant dividend barrier c is

d

T (6+0) (. —d)YWE+W (¢ — )1 4 <
/ e "Ly, JT;%lJO] - {W ROV Jor <z=g
0

d =K,
ve(®) (z — ) + WO (e, —d)WEH) (¢, —d)™L, for x> c,

where the invertible matrixz function satisfy

WO (e, =d) :=W'(e +d) + / d W'(e = y)(w(y) + W (y, —d)dy

+ W(0)(w(c) + STYWCT) (¢, —d).

3.5 Examples

This section aims to demonstrate some explicit examples of w-scale matrices when the w function
is specified. We would like to present relations between W) and W@, for some ¢ > 0, as well
as numerical examples which help to understand better the nature of the explored matrix-valued
functions. All the examples will assume that the underlying process is the Markov modulated
Brownian motion (MMBM). Thus, we will often refer to the Section
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3.5.1 Constant state-dependent discount rates

Consider the special case where w;(x) = w; is a constant for all x € R and ¢ € E. Therefore,
the discounting structure depends on the state of the chain J only. Let us state the following
proposition.

Proposition 3.5.1. Let w;(z) = w; for allz € R and i € E. The w-scale matriz has the Laplace
transform

W (s) = (F(s) —w) .
Proof. Taking the Laplace transform on both sides of 7 we have
W (s) = W (s) + W(s)wW® (s),
which gives
W) (s) = (1 - W(s)w) W(s) = (F(s) — w) L.
O

As an example of such w-scale matrix, we take again the model of MMBM with the following
parameters: wi(z) = wy, wa(x) = wa, Ay, A, and Q are given in (3.8). one can use the inverse of
the Laplace transform to get that

W) () = 2(ga2 + w2) — a303 2qu1 et — e
2q22 2(qu1 +w1) — 307 ) (a} — a3)ayoio?
o 2(q2 +q2) — afos 2q11 eNt —em M
222 2(qu1 + 1) —ajo; ) (o} — ad)ayoio}’

where

VM. + /OL)? — d0%olK,, VM., — /OL)? — 4030tk
e 0102 ’ a2 = 0102
M, = U%(Qm + wo) + US(QM +wi), K= qrws+ wigeo + wiws.

(07

)

Note that, for w; = wy = ¢, the result is consistent with the previous result for the (g)-scale matrix
W@ in 1' Now, let us consider the following setting of the parameters

1 0 00 —0.05 0.05
A":(0 1.2)’ A“:<0 0)’ QZ( 0.1 —0.1)’

wi(z) = 0.05, wy(z) = 0.25,
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State-dependent Scale Matrix
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400 +
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-800
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0 1200
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-200 1000
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~1000 200
0

-1200 0 2 4 6 8 10

Figure 3.4: Entries of w-scale matrix function W) for state-dependent w function

In Figure one can observe that w-scale matrix has similar shape as W,

3.5.2 Step w-scale matrix

In this example, we consider the w function as a positive step function which depends only on the
position of the process X. Such an assumption is motivated by the situation where the company
has a discount structure depending on its current financial status (or used as an indication of the
economic environment). Li and Palmowski [41] showed that, in the case of spectrally negative Lévy
processes, such w-scale functions have recurrent nature. The same observation holds for MAPs.

Proposition 3.5.2. Assume that w function is of the form
w(i,z) = w(@) =po+ Y _(pj — pj=1)L{esayy, forall i€ E,
j=1

where n € N, {p;}|_y is a fized sequence and {x;}"_, is an increasing sequence dividing R into
(n 4 1) parts. Then the w-matriz W« (x,y) satisfies

W (z,y) = Wi (a,y),
for x >y, where W (x,y) is defined recursively as follows:
W () = W (2 — ),

and
T

W]Sj_)l (3:7 y) = W}gw) (il?, y) + (pk+1 - pk) W(Pk+1)(x - Z)WIEW) (Za y)dZ,

Tht1

forx >xpy and k=0,1,...,n— 1.
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Proof. Denote w® () := py + Z] 1(Pj — Pj—1)1{a>a,y With wO(z) = py. From Equation (3.31)),
we get that

W (@, y) = WED (2 — y) + / (W®(2) = Py ) WP (2 — YW (2, y)dz, (3.48)
Yy
and

ngﬁ)l (z,y) = WP+ (2 — y) + / (WFH(2) = Py ) WP (22 — Z)Wlii)l(% y)dz. (3.49)
Y

Note that w*(2) — ppy1 = 0 for z > 2441 and WV (2) = W®(2) for z < 2;,,. Thus from
Lemma [3.3.1], we have

Wk+1<x y) = WIEW) (z,9),
for v < 1. Equation could be rewritten as

T
Wii(,y) = W(z — y) + / @D (2) = pri) W (= )W) (2, y)d
Yy
Tk
= WO = g)+ [ @O(E) ) WO (o = W ()
Yy

=W (,y) — / (WP (2) = Py )W) (2 — YW (2, )dz,

Tk

where the last step uses (3.48]). The proof is completed by noticing that w(k)(z) — Pkt1 = Pk — Pk+1
for z > xp4q. O
Note also that similar considerations will lead to the same result for the second w-scale matrix
ZW),

In the following proposition, we will compute the matrix W) for one particular case.
Proposition 3.5.3. Let (X, J) be a Markov modulated Brownian motion with p; € R and o > 0
foralli € E. Assume that {p;}7_y = {po,p1} and {x;}7_, = {x1} with po, p1, 21 being positive

numbers. Then, for x < xq,

W(W)<x>y) = W(pO)(‘T - y)7
and for x > xq,
—1
W (z,y) Z(‘f*Mr o (A+ +A, ) A, +efnlomn (A+ +A, ) AZI)
W) (g — ) — WO (1 — ) A o WP (1) — ),

Proof. Note that the case for x < x7 is a straightforward conclusion from Proposition [3.5.2] For
x > x1, from previous Proposition and (3.4]), we have

Wi(z,y) =Wo(x,y) + (p1 — po) /r W (2 — 2)Wy(z, y)dz

=W (@ —y) + (pr = po) / (eI, e i (3:50)

xr1

_ —_ —At (z2— ~ (x—z)— —_
C e MREIE A (U)o (0T oA ) g o (AT o (e ) dz E,,.
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We start by identifying the following integral appearing in Equation (3.50)):

/ (e—A;rl <x—z>5ple—A$o<z—y>>dz. (3.51)
1

Consider (3.51)) as a function M; : A — R¥*V  where
A={(z,y):x >z, >y},

and N x N is the dimension of the matrix W®)_ Then

T x
AT (p—2)— AT (2— _At + - _AT +
Mi(z,y) Z/ (e An@mAg) oAl y)>dz:e APII/ (6AP1Z:p16 A”OZ)dz eAro¥,
x1

xr1

By taking partial derivatives of M; with respect to x and y, we get

T

oMy (zy) _ M, (x y)A-i-

OM; (x, —_ At (z—
{ é( Y _ —A;Ml(l’,y) +E,e A ( 2
Oy

Ppo’

with the boundary conditions

Ml(xhy) =0 and Kl(«f) = Ml(q;7x1) — / <6—A;L1 (I—Z)Eple—A;O(Z—x1)>dZ'

1

The derivative of Ki(z) is equal to
Ki(x) = —A} Ki(z) + Ep e Mo, (3.52)

with the boundary condition Kj(x1) = 0. We will prove that the solution of the above differential
equation is of the form

Ki(z) = Ce 20@=21) _ o= A @20 o, (3.53)

where C' is some constant matrix. To do this, we need to verify our guess for K;(x) by plugging it

into (3.52)). After some calculation, one can prove that (3.53)) is indeed the solution if the following
equation holds

AL C-CAL =5, (3.54)

The above equality is an example of a well-known Sylvester equation. One usually needs to rely
on numerical methods to solve equations of this type. However, in this case, one can make a guess
and check for the formula for C":

1
pl—po'

C = —<A;1 + Am)l(A;O + A;l) -
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Indeed, putting it to equation (3.54f), one can verify that the following equations are equivalent

) N . L . . )
__A;_l (A;’_l * Ap1> (A;O * APl) T (A; + Apl) (A;o + Ap1)A+] = Spis

P1— Po
_ B NS ) ) ]
(0055 (5 5) (o 05) - (85 )z 5 -
[ _ _ _ 1
(B + 85 ) (A +A5) = (A2 = ApAL] - ——— = A,
y 7 P1— Do o
I _ 1
i o+ i 03] 5

In the second line of the above calculations, we apply the definition of =,,. Then, the third equation
follows from the second by the relation (3.7)). Finally, to get the fifth equation, we make use of
as well as (3.7). Therefore, K;(z) is a solution to the differential equation (3.52). It is now
straightforward to check the expression for M (x,y), i.e.,

M,y (z,y) = Ceo D0 (@Y _ o=AF, (z=21) 0 o= Ay (21-0)

Following similar reasoning as for the derivation of M7, one can determine other integrals appearing
in Equation (3.50]), namely

My(z, y) = / e MREDZ ARG gy = DeAnEY) oA @) DAy iy,
1

My(z, y) = / AR D AL gy = Be MY _ An ) Be Ay m1y),
1

Mi(z,y) = / AT, A gy = Rl _ oA 6 pehn i)
1

where matrices C, D, E | F' are given by

e . 1
C:_<A;L1+Ap1> (AIJ?FO+AP1) 'pl_po’
D:<A++A‘) (A‘—A‘>~ ,

P1 P1 Po P1 pl _pO
E=—<A++A—> (A+—A+)- ,
P1 P1 Po P1 pl _pO
1

~1
F=<A++A’> (A’+A+>~ .
P1 P1 Po P1 pl _ po
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Plugging them back to (3.50)), we have for z > x1,
W(w)( y) :(e—A;O(x—y) Ao (= y)>_p0
+ (p1 = po) (Mi(,y) = Ma(w,y) = Ma(a,y) + Ma(z,9) )5,
(=m0 (o
_ oA @) <CefA;0 (@1-9) _ Detro (m—y))ﬂ =
[ (AL + A, ) Ay, + et (AS A;1>_1A;1]
) W(pO)(:Ul —y) — W(pl)(x _ xl)AéW(pO)’(xl —y),
where we notice that
(p1 —p0)<E - C> =L (m —p0)<D+F) =L

This completes the proof. Note that the uniqueness of this result is a straightforward conclusion

from Lemma [3.3.11 ]

Remark 3.5.4. In general, if we choose to divide R into more intervals, a similar idea could be
adopted for computing the w-scale matriz.

One can be interested in the shape of such a w-scale matrix. Therefore, let us present a numerical
approximation to this function, with the following choice of the parameters

0.7 0 0.1 0 -0.1 0.1
Ao = ( 0 0.85 ) o Bu= < 0 -0.1 ) Q= ( 0.3 -0.3 ) ’
po = 0.25, p; =0.03, z=4.

Note that under the assumption of A, # 0, we cannot use the formula (3.9). Instead, we use
numerical package from Ivanovs 27| for the computations.
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Scale Matricies
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Figure 3.5: Comparison between entries of scale matrix W ®) W 1) and entries of w-scale matrix
function YW«

From Figure one can see that in every cell we have interesting relation that W) lies between
W ®) and W and these functions are similar in shape.

3.5.3 Omega model

In Section [3.4) we examined the (Omega) dividend problem in general Markov additive model,
where the formula for the value function was derived in terms of the w-scale matrix. In this
subsection, we will revisit this problem under MMBM and for a specific choice of the w function,
namely

wi(z) = w(x) = (’yo + 7 (x + d)) l{_g<a<oy, forallie E,

where 79 > 0 and 7; < 0 are some constants such that the w function is decreasing in x. A similar
model for the Lévy-risk process was analysed in Li and Palmowski [41].

Let us fix a constant force of interest 6 > 0. Using one can obtain that W19 satisfy the
following equation for x € [—d, 0],

W@z —d) = W(z + d) + /m (w(z) + W (z — 2)WW (2, —d)d=

z+d
=W(z+d)+ / (w(y —d) + W (z +d —y)WW (y —d, —d)dy
0
z+d
= W00t (p 1 d) + / yWOor) (3 d — )W (y — d, —d)dy.
0

Now, let z=x+d > 0 and

G(2) == W) (z —d, —d) = W) (z, —d). (3.55)
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Then we can rewrite equation for W“+9) ag

G(2) = W) 1 [ yW Oz = )Gy
0

From equation (3.4)), we obtain the following equation for W0+

(4 = Coss) (51 + ) W) = 0, (3.50)

where C’Yo+5 — (A$o+6 + A;0+5>A“70+5(A¢0+5 + A;o-‘rt;)_l'
Based on ([3.55)), for z € [0,d] (or equivalently for « € [—d, 0]) we have

(dii — CVOJF(;) (dilz + A;FOM)G(,Z) = fyle%G(z), (3.57)

with the boundary conditions G(0) = 0 and G'(0) = A2 .
Let us rewrite the above differential matrix equation into the following form

G () + (Ajo o CWO+5>G/(Z) - (C%HA%M 4220, /,,Q)G(z) —0,
which by (3.6) can be simplified to,
Ap2G'(2) + ALG'(2) + QG(z) — (wi(2) + 0)G(z) =0, for z € [0,d].
2
Now, we will treat the case of z > d (or equivalently for z > 0). We first rewrite the formula

z+d
W) (g —d) = W (x +d) + / w(y — )W (x +d — y W) (y — d; —d)dy, for x > 0,
0
in terms of matrix G(z) with respect to z > d:
d z
G =W+ [+ 0+ )W (e~ )Gy +5 [ Wz = n)Gw)i.
0 d

Similar to (3.56) and (3.57)), we have, respectively

(=)o

and

d d n
- P = 2 >
(dz C) <dZ+A )G(z) 5A62G(z), for z > d,
where C' = (A* + A7)A~ (AT + A7)~L. Using (3.6) for ¢ = 0, one can get that

Ap2G'(2)+ NG (2)+ QG(2) —0G(2) =0, for z > d.

Summarizing, G(z) satisfies the following differential equations:

ArzG'(2) + ApG'(2) + QG(2) — (wi(2) +0)G(2)
A%QGH(Z> +ALG' (2) + QG(z) — 6G(2)

, for z €0,d],

0
0, for z>d,
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with the boundary conditions G(0) = 0, and G'(0) = A
Therefore from (3.55]) for x € [—d, 0] we obtain

2.
0_2

Ao WD () + AWE (2 —d) — ((w(z + d) + )T — Q)W) (2, —d) = 0,
and for z > 0,

Ao W (g @) + A WET (2, —d) — (6T — QW) (z, —d) = 0,

with the boundary conditions W +%)(—d, —d) = 0 and W@+ (—d, —d) = A

Before we proceed to numerical example, we recall that N is the cardinalit§ of the state space
E and W®t9) maps R into RV*Y. Thus, one can see that the differential equations for W+9)
can be treated as a (2xN)th-order system of the second-order initial-value problems. As usual, in
such a setting, one can introduce new unknown functions which are derivative of the remaining
functions. Then we obtain (4x N)th-order system of the first-order initial-value problems for which
rich collections of iterative algorithms exist (e.g. Runge-Kutta methods). Let us focus on the
uniqueness and the existence in the general case. For reference see e.g. Burden and Faires [10].
Namely, recall that every mth-order system of the first-order initial-value problems can be written

in the form of
dy;

dt
where for all i € {1,2,...,m}, g; is assumed to be defined on some set

= gi(t7y17y27 "'7ym)7

Di={(t,y1, -, ym) 0 <t < b,—00 <y < 00,Vk =1,2,....,m}.

Then the system has a unique solution y;(t), y2(t), ..., ym(t), for a < t < b if all g;’s are continuous
on D; and satisfy the Lipschitz condition with respect to (y1, Y2, ..., Ym)-

In the framework of this section, we choose a = —d and b = t,,,, as a upper limit of our approxi-
mation. It is also clear that if we choose w to be continuous, the above sufficient condition holds.
For illustration, with the following parameters

1.2 0 175 0 —0.4 04
A":(o 2)’ A“:< 0 1.25)’ Q:(O.Z —0.2)’

Y% =05 ~m=-01 d=5 tnew=10 and §=0.04.

we present Figure showing entries of the numerical approximations of the matrix function
W@+ The main difference between the classical scale matrix and the (w)-scale matrix is that
here we have non-zero values in the interval (—d, 0].



CHAPTER 3. MARKOV ADDITIVE PROCESSES & w-KILLING 92

Omega Scale Matrix
(w6

{8y wie* e

50

40
-20
30
-30
20
-40

I -50

{to+0)

1x) Wy ()

50

40
-20

30
-30
20
-40
10
-50

-4 -2 0 2 4 6 8 10

Figure 3.6: Entries of w-scale matrix function W®+9)

Practical applications of our models and results will rely heavily on numerical evaluation. For
instance, one can use the numerical approach presented here to approximate the value function
of the dividend strategy in the Omega model. Moreover, one can produce similar experiments for
different choices of w to capture the other discount structures or bankruptcy rates in the context,
bringing w-scale matrices closer to intuitions. To close this section, let us present a heat map of
the value function of the dividend strategy.
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Figure 3.7: Approximation to the value function of the dividend strategy in the Omega model

One can observe that for every x, the same point ¢ is optimal. However, these are only visual
observations that make intuitions useful for solving optimal dividend problems.

3.5.4 Numerical approach to Omega model for Markov modulated Brow-
nian motion

In this example, we will continue our analysis of the Omega model for Markov modulated Brownian
motion. For clarity of numerical examples we will fix state space of J to £ = {1,2}. We aim to
numerically compute the probability of bankruptcy in this model. From the definition of A;r we
know that for i,j € £

P(T; <egJ = j‘JO = 2) = (eA;r””)

Matrix A, play the same role for the process (—X, J) (which is MMBM but with the drift vector
—p). One can use the next proposition to identify classical ruin time for MMBM. Note that the
same can be proven just using spatial homogeneity. However, we want to show that Corollary (3.3.7]
involves quantities that one can compute semi-explicitly.

ij
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Proposition 3.5.5. For x > 0 and g > 0 we have that

P, <7‘0_ <egJ

To

) — Z(q)(:v) —ww@ (I)CW(oo)*IZ(oo) _ eA;x’

where e, is independent exponential random variable with the parameter q (if ¢ = 0 then we set
eq = 00) and Cyy(oo)12(c0) = liMe o0 WD ()1 ZD ().

We left the proof of this proposition at the end of this section due to long calculations.
After setting ¢ = 0 in the above proposition, we get formula for classical ruin probability, namely
forx >0

P, <7’0_ < oo\J0> = A7,
where 1 is a column vector of ones of the size N x 1. One can observe that for every i € E
Px<7':d < oolJy = z) < P;E(Tff < oolJy = @) < IPJ;(TO_ < oolJy = z)

Before we state our numerical method to compute the probability of Omega bankruptcy, we need
to consider the numerical method to obtain an approximation of the A;[ matrices. Formally our
approximation will be valid for ¢ > 0, but in examples, we will be interested in the case of ¢ = 0.
Here we will quote the result from Breuer |9] where an iterative method was derived. One can use
other methods, for example, involving spectral analysis of matrix A;t, see D’Auria et al. |20].

Let us recall that ®(q) = sup{f > 0 : ¢¥(0) = g} is an inverse of the function (). In the case of
linear Brownian motion, we have an explicit formula for this function, namely

O(q) = = . (3.58)

Let us denote ®;(q) as a function related to the linear Brownian motion with the parameters p;
and o; for i € E. Then we denote Ag := diag(P(q; + q))icr, where ¢; = —¢;; and g;; is (i, 1)-entry
of the matrix Q.

Let Uy := —Ag and U, 1 := g(U,,) for n > 0 where row i of the matrix g(U,) is defined as
follows

()7 9(U) = = ®ilas + a)(e)” +a:( Y pnlen)”) [ @a + L+ U(m)]-
) kel , (3.59)
[—% (n)* + wU (n) + (g + Q)I} ,

where ¢; is vector of zeros despite i’th position (canonical vector) and p; is the probability that if
process J exit from the state ¢ then it will go to the state k. In Breuer [9], author proved that U,
converge to the matrix A;. As we mentioned before, to obtain a numerical method for matrix A
we need to consider process (—X, J) as a background for the above algorithm. As a first example,
we will consider the following parameters

A“:<0'§5 091)’ A“:<Ob5 093)’ Q:<_12 —21> ¢=0, zo=1
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Then we can apply the above numerical method to derive an approximation of matrix A~ and,
therefore, the probability of classical ruin time. Namely, we get the following approximation

A_N(—4.819 0.618) A_N<0.00915 0.000307)
~\ 3915 —2308 /) ¢ T\ 0.00195 0.0000654 )

Note that the (i, j) cell of the matrix eA” is the probability that
Py(1y < o0, J(15) = j|Jo = 1).

Thus to obtain the desired probability, we need to sum up cells in the row 7. One can be interested
in how the probability of Omega ruin time differs for MMBM and Brownian Motion X* with
parameters p; and o; for : € E. Recall that for Brownian Motion probability of classical ruin time
is of the following form

P, (15 < o00) = e 4" (3.60)
Let us proceed to a numerical example of the Omega bankruptcy for MMBM. Unfortunately, we
do not yet have an analytical representation of scale matrices for Markov modulated Brownian
motion. Therefore, we want to use numerical methods to obtain the approximation of Omega
bankruptcy time. Therefore, we aim to approximate

() (@) = 1 — By o™ I 000, 22 — ool Jy = i]
for all i € E. Denote gogﬁ) ) (x) as the following vector of expected values (or just probabilities) for

allt e F T
(05)(2)); =1 —E, [e_fo (X, 77— OO‘JO - Z]

Therefore, this is a modification of our bankruptcy time so that we allow it to be killed by the
penalty function only before time T'. If we let T' — oo then gog,f ) converge to ¢ (z) entry-wise,
by dominated convergence theorem. From now we will hold the assumption that k = wp > 0,
thus roughly speaking after some long time process should be saved from the penalty. Therefore,
we can use that to set big enough T to approximate our ruin time. Therefore, because we will
approximate ) using approximation of gogﬁu ) we will face so-called cut-off error.

Thus, we turn our problem into an approximation of go%d ) (x), and for that, we will use Monte Carlo
methods. First, however, we must consider a few problems related to our approximation method.

e How to simulate a sample path of the Markov modulated Brownian motion?

e How to deal with the different starting points of the process X?

How big should parameter T be?

e How many simulations are sufficient to get a trustworthy approximation?
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Simulation of the sample path of the MMBM

First, let us recall the method of simulation of the process J. Let us assume that Jy = ¢. Then
we know that time until J change the state from i to j is distributed like exponential distributed
random variable with parameter ¢; = —¢;;. Then, when J is leaving the state 7 it can go to state
j with the probability p; ;. Note that these probabilities can be determinant from the matrix Q.
For more details, we refer to Norris [50]

Therefore, one can see that if we would like to simulate J until some time 7', then we need to
simulate random numbers from exponential distributions until their sum cross-level 7.

Let us assume that we simulate sample path of the process J and (Xg, Jy) = (0,4) for some i € E.
Then let Ty = 0,77, ... be a sequence of the successive jumps epoch of J (namely, the times when
J change the state). In the interval [T, T}, 1) we now that J is constant and equal to some i € FE.
Thus, in this interval, we can simulate increments of X the same as for linear Brownian Motion
with the parameters y; and ;. In shorthand, we divide the time interval using occupation times
of J and then use well-known methods for the simulation of linear Brownian Motion.

Different starting points of the process X

As we mentioned, we would like to simulate (X, J) efficiently with the different choices of X,. Note
that if we sample the random path of the process (X, J) with Xy = 0, then we can translate this
sample path of X by the constant x to obtain the sample path of the process (X, J) with X, = x.
Therefore, we will have one simulation per every starting point after one simulation of the process
(X, J) with the single starting point.

Choice of the parameter T

We need to choose such T that X1 will be "safe" with high probability. Note that if we choose T
for Xy = 0, then for a greater starting point, this 7" will also be sufficient (because the probability
of ruin decreases when X increase). Thus, we will only consider X, = 0 and will take the following
criteria. Let us take (if such max arg is unique)

24k

5

1= maxarg,cp —
Tk

We will take such X for which the probability of classical ruin time is the highest from all possible
¢ € E. If the maximum is not unique, then take this 7’s, which satisfies this maximum and take
this one with the smallest drift. Note that such X? will have a higher probability of classical
ruin than process X himself. Therefore, this will be our worst-case scenario. Note that X is
distributed as N(w;T,02T). Therefore, with a high probability, we know that X% will be greater
than ;T — 30v/T. Thus we aim to set T’ big enough that the probability that linear Brownian
Motion, which starts with value ;7 — 30V/T, ever cross-level zero is less than some fixed e. Then
we must take the lowest value of T, which satisfy

2p, VT
== (1 T—30:V'T)

7 <E’

due to (3.60)). Let us assume that ¢ = 107
Note that this method is somehow trivial and restricted. One can find another bound for 7, which
is better for numerical approximation.
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Number of simulations

From the theory of Monte Carlo simulations, we know that the rate of convergence is n_%, or to
be more precise, on the significance level o = 0.05 the relation between error (call it b), sample
variance and the number of simulations is

~ 1.965,
===

Thus to obtain n, we need to make some pilot simulations to get §n and then we also need to
choose an acceptable error on the selected significance level.

b

Example of simulations

Finally, we are ready to approximate the probability of the Omega bankruptcy time. Let us take
the same parameters chosen for the classical probability of ruin. Namely,

025 0 05 0 -2 2
A“:< 0 0.1)’ A":<o 0.3)’ QZ( 1 —1)'
In addition, for all + € E we take

wi(z) = —0.0221 55,013,

thus d = 5. For such parameters we get that 7" = 68 and §n ~ 0.07. Therefore, we have that
b 0.137

on the significance level o = 0.05. We will show the result for the error of the size 1073, Then it
is sufficient to take N =~ 19000. Let us consider the following picture

Comparision between Omega bankruptcy probabilities

0.03-
(%]
Q
=

0.02-
§ = Case Jyp=2
o3 = Case Jp=1
S — Process X'
(%] 2
[0} Process X
2
& )
= 0.01

0.00-

0.0 05 1.0 15 2.0 25

Values of company initial capital

Figure 3.8: Comparison between Omega bankruptcy probabilities for MMBM with different values
of Jy, X' and X?
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Note that we used the formula for the probability of Omega bankruptcy for Brownian motion from
Li and Palmowski [41]. One can see that, like before, probabilities for MMBM lie between these
for X' and X2. However, here we can see a little difference between the cases for J, = 1 and
Jo = 2.

Proof of Proposition ([3.5.5))

Recall from Corollary ([3.3.7) that

wy, (Xs)ds —
E[ I3 sl » 7o <oo,JTO—

} = Z21(x) = W()Cyy(oe)-12(c0).
If we take w(i,2) =0 for all i € E and x > 0, then above turns to

P, [7‘0_ < 00,.J~

| = 29@) - WO @) Ciriay 10

where Cyy(o)-12(00) = liMeoo WD ()1 ZD(¢). Recall that

AC —I—/W —qI)

Before we state the proof, let us recall some relation between A;r, A, and the model parameters.
From Lemma [3.1.4, we know that

CAf =2 [—Q + ql} , (3.61)

q

-1
where Cy = (A} +A; ) A, (Af +4A;)
Recall also (see Ivanovs [27]) that in the case of Markov modulated Brownian motion, we have

that
lim L9 (z) = &, (3.62)

T—00

One can see that our proof can be divided into a few parts. Thus, we will need the two lemmas.

Lemma 3.5.6. Forxz >0
/f WD (2)dz (Q — qI) —T—e D" - WD(2)A A}
0
Proof. After simple calculations, one can obtain the following
/ 1148 - qI) [(A;)—le—m + (A7) e ] Eq<Q . q1)+
(A (A B (Q - ar).
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We will divide our calculations into two parts, namely

[(A)l—Ax+( 1Ax] ( —qI)
= (A e (a) e | (A + A7) T A (@ - aT)

@61 [A*) le—A;r$_|_<Aq)—1€Aqxi|Aq(A;+Aq>_1A+

q
-1
A x Az -
= —[e A A et (AT AT) A
_ -1
= —[e (A Ay + A 1)+ e (AF+AL) A
-1
—Afz —Atz Az — o fA;Z*'z .
= —e M7 4 [e 7% — efta }(A;—FA(Z) A;——e W(Q)(l')A%zA;,

and

(A v )= (@—ar) =~ [an "+ ()] [Ar + 4, A (@ - a1) B

= (AN + (Aq‘)*l]Aq— (Aq* + A;) A} =

q
—1
=(An)! [Aq* + Aﬂ [Aj + A;] Ay =1
Above calculations ends the proof. m

Lemma 3.5.7. We have that
CW(oo)—lz(oo) - —A%2Aq_

Proof. We have from the previous proposition, the fact that E is invertible, the definition of scale

matrix and (3.62)) that

Crvoo)-12(e0) = lim W(a)Z2'(a) = lim W™ (a) [6‘”” +W@ (@)Aq2 Ay ]

= lim [L9(a)]  + 2,247 = (5,) e AgAf

a— 00

— =D (Af AL )+ A AT = AL AL

Now we are ready to prove the Proposition (3.5.5)).

Proof of the Proposition .
ZO(z) - W (#)C(oo)-12(00) = e Mt W(Q)(l’)Aa;A
WO ()A, (Af + A ) = e b7 — (emhin — ehie) — oA

<+
_l’_

=
O
>
>

= |



CHAPTER 3. MARKOV ADDITIVE PROCESSES & w-KILLING 100

3.6 Comments

This chapter solved w-killed exit problems for spectrally negative Markov additive processes. Main
results are Theorems [3.3.2]8.3.5 Corollary and Theorem [3.3.8, We have given their repre-
sentations of two-sided, one-sided exit problems and representations for resolvents, respectively.
In many problems, similar representations turned out to be key tools. For example, we showed
a semi-explicit representation of the value function in the issue of optimal dividend payments.
The next step could be defining optimisation criteria and finding whether the barrier strategy is
optimal. We know that, in the case of spectrally negative Lévy process, the optimal barrier stays

on the level
a*=sup{a >0: W(q)'(a) < W9 (z) for all z > 0}.

Let us note that in the case of spectrally negative MAP, the candidate for optimal level needs to
depend on the initial distribution of J. It can be suspected that it will be some combination of
optimal levels for X* i € E.

Moreover, we noticed that the obtained results could be applied in different directions, mainly
due to the variety of interpretations of the function w. On the one hand, it can be used for some
kind of killing of the processes (as in the case of the Omega model), and it can also be used for
more advanced interest rate structures. The downside to the examples is that we only used the
MMBM process. On the other hand, we wanted to focus primarily on the various examples of the
w function to show the variety in this matter.
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