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Wyktad 1

1. Sformutowanie problemu optymalizacyjnego

Z ksiazki Practical OptimizationMethods : With Mathematica Applicationsby : M.A.Bhatti,
M.Asghar Bhatti

= Przyklad 1.1 (Zagadnienie transportowe)

Przedsigbiorstwo dostarcza towary spozywcze do duzego sklepu spozywczego. Sklep zglasza zapotrzebowanie
na co najmniej 150 m> mrozonek i 130 m* §wiezych produktéw. Przedsiebiorstwo dysponuje dwoma typami
samochodoéw, z ktorych kazdy ma powierzchnia chtodnicza i powierzchnia do przewozu $wiezych produktow.
Pojemnosci obu typéw samochodow (w m?) i zuzycie paliwa (w litrach) na dojazd do sklepu podane sa w
tabelce:

. pow.chtod. | pow.sSwieza | zuzycie
Typ I 15 25 300
Typ II 15 10 200

Ile samochodow nalezy uzyé¢, aby zapewni¢ dostawe produktéw przy minimalnych kosztach?

= Przyklad 2.1 (Portfel akcji)

Obserwujemy zyski (Srednie zyski) w % z akcji 41, A2, ..., A, w t okresach czasu. Chcemy skonstruowac portfel
z tych akcji w taki sposob, aby $redni zysk wyniost co najmniej p % przy minimalizacji ryzyka duzych strat.
Rozwiazac to zagadnienie dla przyktadu:

miesiac | styc | luty | marz | Srednia
AKCJE 1 10 8 -3 5
AKCJE 2 6 8 4 6
AKCJE 3 4 5 6 5
AKCJE 4 8 -5 4

= Skladniki zadania optymalizacyjnego

Aby sformutowac zadanie optymalizacyjne nalezy :
1) wybra¢ zmienne, wystepujace w zadaniu
w przyktadzie 1.1 zmiennymi sq: liczba samochodow typu I (x;) i liczba samochodow typu 11
(x2);
w przykiadzie 2.1 zmiennymi sq frakcje akcji w portfelu (x;, x5, ..., x;)
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2) okresli¢ funkcje celu, ktora wyraza wielkosé, ktora chcemy minimalizowa¢ (maksymalizowac)
w przyktadzie 1.1 funkcja celu wyraza zuzycie paliwa;
w przyktadzie 2.1 funkcja celu opisuje ryzyko duzych strat

3) poda¢ ograniczenia typu nierownosci
w przykiadzie 1.1 ograniczeniami typu nierownosci sa: warunki okreslajace minimalne
wielkosci dostawy mrozonek i swiezych produktow i nieujemnos¢ liczby samochodow 1 i Il typu;
w przyktadzie 2.1 oprocz nieujemnosci zmiennych wystepuje warunek na osiqgniecie zysku co
najmniej p %

4) poda¢ ograniczenia typu rownosci
w przykladzie 1.1 takie ograniczenia nie wystepujq
w przykiadzie 2.1 suma frakcji musi by¢ rowna 1 (w portfelu sq wylqcznie akcje sposrod wymien-

ionych rodzajow)

Obszar, spetniajacy wszystkie ograniczenia i mieszczacy si¢ w dziedzinie funkcji celu nazywamy obszarem
dopuszczalnym.

Zapiszemy tres¢ obu przyktadéw w postaci zadan optymalizacyjnych.

= Przykitad 1.1 (c.d.)

Zmienne: x;- liczba samochodow typu I, x;- liczba samochodéw typu II; zmienne powinny przyjmowac
wartosci catkowite;
Funkcja celu: f(x;, x2) =300 x; + 200 x;, f = min!;
Ograniczenia typu nieréwnosci: 15 x; + 15 x, = 150, (dostawa mrozonek)
25 x1 + 10 x; = 130, (dostawa produktow swiezych)
x1=0, x,=0

= Przykiad 2.1 (c.d.)

Zmienne: X, X3, ..., X; - frakcje akcji w portfelu. Oznaczmy x=(X1, X3, ..., x)7

Funkcja celu:

W tym przypadku okreslenie funkcji celu bedzie wymagato pewnych rachunkéw. Zapiszmy dane o zyskach z
akcji w postaci macierzy 4 :

a1l diz ai ¢
dz1 42z azt

14
Ayl Ar2 ... Aart

gdzie element ajj0znacza zyski z akcji "AKCJA i" w okresie j. Oznaczmy przez m wektor wartosci $rednich dla
akcji za analizowany okres. Latwo wyrazi¢ m poprzez A: m = % AT, gdzie I, jest wektorem, sktadajacym si¢ z
t jedynek.

Zauwazmy, ze liczba xj aj| + xp ax| + ... + X, ay jest oczekiwanym zyskiem przy zastosowaniu portfela x w
pierwszym okresie. Podobnie, liczba x; aj; + x5 ay + ... + X, arp jest oczekiwanym zyskiem przy zastosowaniu
portfela x w drugim okresie. Wektor A7 x wyraza wigc oczekiwane zyski, jakie uzyskiwano w poprzednich ¢
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okresach.Gdyby portfel x byt stabilny to oczekiwane zyski bytyby state w czasie i byty rowne I, m” x. Miara
niestabilno$ci porfela moze by¢ kwadrat odlegtosci miedzy tymi wektorami, czyli || A7 x —1, m” x ||>. Po pros-

tych przeksztalceniach wyrazenie to jest réwne ¢x7 Cx, gdzie C = + (4 —ml,") (47 1, m") jest macierza
kowariancji dla danych w macierzy 4.Funkcjg¢ celu, ktora bedziemy minimalizowa¢, jest wigc wyrazenie
fx)=tx" Cx.

Ograniczenia typu nieréwnosci: m’ x = p, (warunek na minimalny zysk)
x1=20, x,=0, ..., x, =0 (ograniczenia zakresu)
Ograniczena typu réwnosci: X1 + X3 + ... + x, = 1 (warunek zupetnosci portfela)

W naszym konkretnym przyktadzie liczbowym mamy:

98 22 3 109

1122 8 -2 26

313 -2 2 -13]
109 26 —13 122

m=(5 6 5 4), C=

Zadanie optymalizacyjne bedzie postaci
F)=3xT Cx=98x2 +44x; x3 +6x x3 + 218 x) x4 +
+8x22 — 4 xyx3 +52xp X4 +
+2x3% —26x3 x4 +
+122 x4% = min!

przy ograniczeniach:
S5x1+6x+5x3+4x4 =5,
x1=20,x=20,x3=0,x4 =0,
Xi+Xo+x3+x4=1

= Standardowa posta¢ zadania optymalizacyjnego

Aby unikna¢ wieloznacznosci warunkéw w roéznych zadaniach optymalizacyjnych, stosuje si¢ standar-
dowy zapis zadania optymalizacyjnego

@ min f(x)
gilx) =<0, i=1,2, .., m (ograniczeniaLE)
hj(x)=0, j=1,2, .., p (ograniczenia EQ)
Xk < X < xxus k=1, 2, ..., n (zakres)

Uwaga 1:Czasami faczy si¢ nierdwnosci zakresu i ograniczen LE.
Uwaga 2: Powinno by¢ p < n.

Jesli p > n to wiecej ograniczen, niz zmiennych,

jesli p =n to mamy do czynienia z ukladem rownan n rownan z n niewiadomymi i
nie jest to istotne zadanie optymalizacyjne
Uwaga 3: Zagadnienie na maksimum f(x) daje si¢ sformulowac jako zagadnienie minimum
funkcji -f(x):

fGo) = FOfF = f(ro) = —f ()
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Podobnie, nierdéwnos$ci = mozna zamieni¢ na <, mnoz.c obie strony przez -1.
Po prawej stronie nieréwnos$ci/rownosci mozna wprowadzi¢ 0, przenoszac

wszystko na lewa strong.

m Graficzne rozwigzanie zadania optymalizacyjnego.

Zadanie, zawierajace dwie zmienne mozna w przyblizeniu rozwiaza¢ graficznie. Rysujemy obszary dopuszc-

zalne oraz poziomice funkcji celu. Staramy si¢ zgadna¢ polozenie minimum na podstawie obserwacji izolinii.

m Przyktad 1.1 (c.d.)

Funkcje g1 g, sa liniowymi ograniczeniami typu nierownos¢. Obszar dopuszczalny jest przekrojem dwoch
hiperplaszczyzn. Na rysunku strona niezacieniona jest hiperptaszczyzna dopuszczalng.Funkcja celu jest liniowa,

wigc poziomice sa rownolegltymi prostymi.

X2

10

0 2 4 6 8 10

Jak wida¢ z rysunku, poziomica, odpowiadajaca minimum funkcji celu zawarta jest migdzy prostymi
300 x; +200x, = 1620 1 300 x; + 200 x, = 2500. Poziomica ta musi przechodzi¢ przez wierzchotek kata,
utworzonego przez proste gy = 15x; + 15x; =150 1 g, =25x; + 10x, = 130. Ten punkt przecigcia ma
wspotrzedne (catkowite!) x; = 2 1 x, = 8, co daje rozwiazanie naszego zadania. Warto$¢ minimalna funkcji celu

wynosi 2200.m

2. Optymalizacja bez ograniczen

O optymalizacji bez ograniczen méwimy, gdy zbiér ograniczen (typu LE i EQ) jest pusty. Zadanie
optymalizacyjne przybierze prosta posta¢: f(x) = min! Przypomnimy warunki konieczne i dostateczne istnienia

minimum gtadkiej funkcji bez ograniczen.
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= 2.1 Rozktad Taylora

m 2.1.1 Rozklad Taylora funkcji jednej zmiennej

Twierdzenie. Dla funkcji jednej zmiennej, majacej w otoczeniu punktu X pochodna rzedu k + 1 zachodzi, dla x z
otoczenia X, t0zsamosc:

SO = @+ @@-D+3 @@= +.t 5 [O@ @ -0+ i fE D) (- 0!

(k+1)!

Punkt x lezy miedzy x a X.

= Przykiad 2.1

Rozktad Taylora jest dobry jedynie w otoczeniu punktu wokot ktorego rozwijamy szereg. Rozwinmy

funkcje £'(x) = x% cos(x) w otoczeniu punktu % z doktadno$cia do wyrazéw 1 i 2 stopnia. Pochodne pierwszego i
drugiego stopnia wynosza:

f'[x] =2xCos[x] -x°8in[x], £''[x] = 2Cos[x] - x* Cos[x] - 4 xSin[x]

Rozwinigcie Taylora pierwszego i drugiego stopnia w otoczeniu punktu % ma postac:

ty [x]
to [x]

0.436179 +0.674542 (-0.785398 + x)
0.436179 +0.674542 (~0.785398 + x) - 0.621703 (-0.785398 + x)°




