1 Wyklad 11

Analiza wariancji (ANOVA)
Mamy prébe statystyczna postaci X = (wzj5) dla ¢ = 1,2,... )k, j =
1,2,... ,nj . Model statystyczny jest postaci

Tij = Hi * €ij

gdzie ¢jj jest proba prosta z rozkltadu normalnego N (0, o)

Dane s podzielone na k grup. W grupie o numerze i wektor Xj = (i1, Ti2, . . -

jest préba prosta z rozktadu normalnego A (1, o) Dane w poszczegdlnych gru-
pach réznig sie warto$ciami §rednimi, natomiast maja ten sam rozrzut. Parame-
try fq, to, - - . , [ Oraz o sg nieznane. Stawiamy hipoteze

Ho:py =pp=... =y =p
przeciwko hipotezie
Hi :nieprawda, ze (g =ty = ... = py)

Takie hipotezy stawia sie¢ w praktyce, gdy chcemy poréwnaé rézne sposoby
dzialania, skuteczno$¢ réznych lekéw itp.

Odpowiedni test znajdziemy korzystajac z ogélnego testu ilorazu wiarygod-
noéci:
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Estymator Z_ nazywany jest Srednig 0gdIng i jest estymatorem p gdy hipoteza
zerowa, jest prawdziwa.Estymator T nazywany jest Srednig grupowa i jest es-
tymatorem p; gdy prawdziwa jest hipoteza konkurencyjna.

7 postaci ilorazu wiarygodnosci wynika, ze bedziemy odrzucaé¢ hipoteze ze-
rowa, gdy iloraz %ll bedzie duzy. Latwo po prostych przeksztalceniach pokazaé,
ze
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gdzie
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a wiec iloraz wiarygodnosci jest rosnaca funkcja % Licznik w tym ulamku
mierzy, jak daleko sa od siebie centra grup, mianownik - rozrzut wewnatrz
kazdej grupy. Dlatego s1 nazywamy suma kwadratow wewnatrz grup, s, suma
kwadratéw miedzy grupami Mozna sobie wyobrazi¢ grupy jako ”grube” punkty.
Chcac stwierdzi¢, czy te "grube” punkty sa od siebie odlegle nie wystarczy
stwierdzi¢, ze ich Srodki sg rézne. Trzeba réwniez stwierdzi¢, czy punkty nie
”zachodza na siebie”. Te dwa warunki sg tym bardziej spelnione im wieksza
warto$¢ ma 23 Oczywiscie iloraz wiarygodnoSci jest réwniez rosnaca funkcja

52/(k — l)
S]_/(N— ki)

Nazwa testu analizy wariancji bierze sie stad, ze zbiér krytyczny jest oparty
o ten iloraz, w ktérym licznik jest estymatorem wariancji miedzygrupowej a
mianownik estymatorem wariancji wewngtrzgrupowej.

Tradycyjnie wyniki analizy wariancji zapisuje sie w tablicy

zmienno§¢é st. suma wariancja F wartos$c
swobody | kwadratow krytyczna
miedzy grupami k-1 So vy =82/ (k—1) %12
wewnatrz grup N -k s1 vy =81/ (N — k)
|| calkowita || N-1 | S0 | | | ||

Zmienna losowa z—i ma rozklad Fi_1 n—k Snedecora z k — 1, N — k stopniami
swobody.

Przyklad 1.1 (kontynuacja przykiadu z wodorostami). Po dolaczeniu obserwaciji
z rejonu 8 macterz danych bedzie miata postac:

Ril 9490l 95 7s] 7] 95] 18] 98] 95|90 79] 88| 109] 78]
R2| 89| w565 s2ms|sr|w] 2] s83]58]89] 78
Rsl 6ol ss|os| 62|y mi]as]ws]e6s]|ssler]| 1| 67]51]

Z tablicy tej wyliczamy wszystkie potrzebne dane
T1, = 88.5, Tp, =77.25, T3, =65, T.. =76.9

Tablica analizy wariancji na poziomie istotnosci 0.05" :

zmiennosé st. suma wariancja F warto$é
swobody | kwadratéw krytyczna
miedzy grupami 2 3867.8 1933.9 20.06 | < 3.316
wewnatrz grup 37 3567.8 96.4
” catkowita || 39 | 7435.6 | | | ”

Iw tablicach nie ma wszystkich ukladéw stopni swobody - bierzemy wartoéci, lezace na-
jblizej
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Z tablicy tej wynika, ze mozemy na poziomie istotnosci 0.05, odrzucié hipoteze
o réwnosci §rednich w tych grupach?. M

Modele regresji liniowej
O regresji méwilismy gdy estymowali$émy parametry metoda najmniejszych
kwadratéw. Przez regresje liniowa rozu

Definicja 1.1 Model regresji liniowej jest to funkcja losowa postaci
Y(@)=a+px+e

gdzie a, B, x sq liczbami, € jest zmienng losowaq o wartosci oczekiwanej réwnej

0.
Préba statystyczna w modelu regresji liniowej opisana jest przez:

e wektor argumentéw : X' = (21, 22,... ,%n)

s def
o wektor wartosci: YT = (y(z1),y(z2),...,y(@n)) = (¥1,%2,--- ,¥n)

Zaktadamy, ze zachodzi model regresji liniowej: Y (zj) = a + Bzj + ¢j gdzie
= (e1,€2,... ,&n) jest proba prosta z rozkladu o wartosci oczekiwanej 0.

W naszych rozwazaniach ograniczymy sie do przypadku, ze €j maja rozktady
N (0,0). Parametry a, 8,0 sa nieznane.

Dla uproszczenia rachunkéw zatozymy, ze T = 0. Gdyby tak nie bylo to
wystarczy zdefiniowa¢ nowe parametry z¥ = zj —7. Jak latwo zauwazy¢, z* = 0
oraz a + Bxi = o + 'zf & = %, a = a* — §°T co oznacza, ze gdy znamy
parametry "z gwiazdka” to zawsze mozemy obliczy¢ wyjsciowe parametry.

el

Twierdzenie 1.1 Estymatory najwiekszej wiarygodnosci dla o, B sa wyrazone
wzorami

o _ o~ Aa,
a=y, f= < y2>
k4l
oraz
n
(x,y) = Z:ciyi (tloczyn skalarny),
i=1
n
Hyc||2 = Zm,z (kwadrat dlugosci wektora)
i=1

Estymatory te sq estymatorami najmniejszych kwadratow.

Dowdéd. Funkcja wiarygodnosci wektora YT = (y1,%2, ... ,yn) bedzie postaci®
n
def 1, (yi—a— Bz
[y, 8,0) E ] =0 (—) =
i=1 7 g

_ 1 1~ 2
—WGXP (Tﬂ;(yl_a_ﬂxl)>

2mozna ja odrzuci¢ réwniez na poziomie 0.01 gdyz wartoéé krytyczna jest mniejsza od
5.390. Poziom krytyczny, ktéry mozna obliczy¢ za pomoca programu statystycznego, wynosi
0.000001 czyli jest niezwykle maly.

3i-ta obserwacja yj ma rozklad N (a + Bzj, o)
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a wiec jest malejaca funkcja szl yi—a-— ﬁxi)z co oznacza, ze estymatory na-
jwiekszej wiarygodnosci sa jednoczes$nie estymatorami najmniejszych kwadratow.
Korzystajac z wynikéw estymacji najmniejszych kwadratéw (wyktad 3, propozy-
cja 3.1) otrzymamy teze.

Warto zauwazy¢, ze estymatory a i ﬁ sa liniowymi kombinacjami obserwacji
yi. Wyobrazmy sobie teraz, ze chcemy znalez¢ estymatory parametru 8 wychodzac
z innych zalozen:

e estymatoréw sg liniowe ﬁ(c, y) = (c,y) = > i, civi

e nieobciazone: Eﬁ (c,y) =0

e minimalizujace $redni blad kwadratowy, w tym przypadku Var (ﬁ (c, y))
ma by¢ minimalna
Podobne warunki nalozymy na estymatory parametru a.

Twierdzenie 1.2 Estymatory regresji sq najlepszymsi liniowyms, nieobcigzonymi
estymatorami parametréw (BLUE")

Dowéd. Z nieobciazonosci

g EB(cy) =EY ayi=)» abyi=)Y cla+fr)=
i=1 i=1 i=1

n n
o E ci+ 3 E CiTj
i=1 i=1

a stad

n n

Zci = 0, Zcixi =1

i=1 i=1
7 kolei

Var (B (c, y)) = Var (Zn: ciyi> = Zn:clz Var (yi) =
i=1 i=1
- 2y a
i=1

Nalezy wiec znalez¢ minimum wyrazenia

n
2
i=1

przy ograniczeniach

n n
Zci = 0, Zcixi =1
i=1 i=1

Stosujac metode mnoznikéw Lagrange’a otrzymamy znane nam estymatory na-
jmniejszych kwadratéw (i réwniez najwiekszej wiarygodnoéci) dla parametréw
regresji. Podobne rozumowanie mozna zastosowa¢ do estymatoréw parametru
o h

4Best Linear Unbiased Estimator
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