1 Wyklad 12

Przyklad 1.1 (powtdrzenie z wyktadu 3)YT = [y1,vo,...,yn] jest wektorem
obserwacyji, ktorego i-ta wspdtrzedna y; jest iloscig fosforu w glebie po 38 dniach
wsiania na i-tym poletku nawozu, zawierajgcego x; jednostek fosforu. Wyniki
zawarte sq w tabeli:

T 1 41 5| 9| 11] 13| 25| 23| 28
x| <12 -9 | -8|-4|-2| 0| 10| 10] 15

Yi 64 | 71| b4 | 81|76 93| 77| 95| 109

Prosta regresji bedzie miata parametry

HJJ*H = 2709,B = <|J;:*7|:|y2> = 1427 a? — g - 807a =af — ﬂ*f =616
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Sprobujemy powiedzie¢ co$ o jakosci tego oszacowania.
Twierdzenie 1.1 Niech R =" (y; — 5% gdzie §; = 4+ Ba;, T =0, 2 =
ﬁ D i1 i — 5)2 , 85 = ﬁ Sz oF. Wiedy:

1. @ ma rozktad N (o, 0 /+/n),

2. B ma rozktad N (3,0/ |||]),

~2
3. R=(mn-1) (55 —s23 ) ma rozktad 02X _,

4. a, B, R sq niezalezne

5. 02% R/ (n — 2) jest nieobcigzonym estymatorem o2.

Estymatory a i § sa nieobciazone, estymator o w miare wzrostu liczby ob-
serwacji jego wariancja zbiega do zera. Estymator parametru 8 ma wariancje,
ktéra jest tym mniejsza im wiekszy jest rozrzut wartoéci x. Przy planowaniu
eksperymentu, w ktérym chcemy oszacowaé¢ réwnanie regresji, nalezy wybraé
zestaw argumentéw x; tak aby estymatory byly jak najblizsze rzeczywistej
wartoéci. Nalezy wiec wybra¢ ich duzo, co zwieksza dokladno$¢ oszacowania
« i musza one by¢ jak najbardziej rozrzucone, co zwieksza doktadno$é oszacow-
ania (.
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Przyklad 1.2 (c.d.)W naszym przykladzie:

s = 284.25 s, =16.86,s; = 91.75,5, = 9.58,
R = 8(284.25-91.75-1.42%) = 793.96,
02 = &796 =113.42,5 = 10.65

Parametr ¢ opisuje wplyw nieobserwowanych czynnikéw, modyfikujgcych postu-
lowang zaleznosé liniowq. Gdy liczba ta jest duza, nalezy sie zastanowié, czy
postulowany model jest adekwatny. B

Whiosek 1.1 Jezeli prawdziwg wartoscig (3 jest By to zmienna losowa

B~ By

a/ |l

ma rozktad Studenta t,_» zn — 2 stopniami swobody.

__ Dowdéd. Wynika z faktu, ze 3, R sa niezalezne oraz z rozkladu normalnego
(i rozkladu 6?x2_, dla R. =

Whiosek 1.2 Zbidr krytyczny dla testowania

HO : ﬁ = 507
Hi @ B#D5
ma postaé
c={y: il >k
B RIE]

Przedziat ufnoéci dla 8 na poziomie ufnosci 1 — v ma postaé

(ﬁ—d(y,7)73+d(y,v))

i doktadnosé d (y, o) wyraza sie wzorem:

E

d (ya ’7) = tn—Z,’y

|z
gdzie P ([tn—2| > th2,) =7

Dowéd. Posta¢ zbioru krytycznego wynika z tezy poprzedniego wniosku.
Konstrukcja przedzialu ufno$ci wynika z faktu, ze dopeklienie zbioru kryty-
cznego' na poziomie istotnosci vy jest przedzialem ufno$ci na poziomie ufnosci
1-72 m

lzwane zbiorem akceptacji
2wynika to z dualnoci testowania hipotez i przedzialéw ufnosci (twierdzenie 7.1)
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Przyklad 1.3 (c.d.) Aby obliczyé przedziat ufnosci dla 3 na poziomie ufnosci
0.95 nalezy nagpierw obliczyé jego diugosé. Z tablic rozkladu Studenta z T stopni-
ami swobody obliczamy wartosé krytyczna t7.0.05s = 2.365. Dokladnosé przedziatu
wWYNosi

o 10.65 _

d(y,vy) =tn—27—7 = 2.365

—— =0.93
I 27.09

Przedziat ufnosci dla 3 na poziomie ufnosci 0.95 ma wiec postaé
(1.42 - 0.93,1.42 + 0.93) = (0.49,2.35)

Z tego wynika, Ze zadna z warto$ci miedzy 0.49 a 2.35 nie bedzie odrzucana przez
test mna poziomie 0.05. Co wiecej kazda warto$é spoza tego przedzialu bedzie
odrzucana na poziomie 0.05. Oznacza to,miedzy innymi, ze odrzucona bedzie
hipoteza B = 0 czyli hipoteza o nieistotnosci modelu regresji B

Praktycznym zastosowaniem regresji jest mozliwo$é¢ prognozy wartosci y w
wybranym przez nas punkcie xg . Zazwyczaj prognozowang warto$¢ odczytuje
sie z prostej regresji i (vo) = a+Bxo. Jednak ta warto$¢ jest obarczona nie tylko
bledem modelu ¢ ale réwniez bledami estymacji parametréw regresji. Dlatego
tez warto znalez¢ przedzial ufnosci dla prognozy w zadanym punkcie.

Propozycja 1.1 Przedzial ufnosci na poziomie ufnosci 1 — ~ dla prognozy w
punkcie xg ma postac

(g(xO) —d (y7 s JIO) ’ :/U\(xO) +d (y7 Vs JIO))

gdzie
~ 1 2
d (yv v, IE()) = tn_zﬁO'\/m,
no ]
P(|tn—2| > tn—Z,—y) =7
Dowdéd.

y@@*ﬂ@@=a+ﬁm+€fafﬁm=(a—®+<ﬁ—@xo+s

Wszystkie trzy skladniki sumy sa niezalezne, maja warto$¢ oczekiwana 0 i wari-
ancje, réwna sumie ich wariancji:

2 2,2 2
i+%%+g=g<“i+ii>
X

2
n no
Stad wynika, ze
Y (z0) — ¥ (wo)

1+ 1+ 3
G/ 14 2%
no

ma rozklad Studenta t,,_» z n — 2 stopniami swobody.Stad

y (z0) — ¥y (o)

> ln-2~ | =7
oy/1+ L+ 20,
no ]
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Po rozwiazaniu tej nieréwnosci wzgledem y (xg) otrzymamy szukany przedzial
ufnoéci. m

Prognostyczny przedziat ufnosci nie ma staltej szerokoéci. Jest on najwezszy
w punkcie zo = 0 a wiec w éredniej arytmetycznej wartosci z;. Najmniej mylimy
sie w poblizu wartoéci typowych. Im bardziej oddalamy sie od tych wartosci tym
wiekszy popemiamy blad prognostyczny.

Przyklad 1.4 (c.d.) Chcemy podaé przedzial ufnosci dla prognozy w punkcie
xo = 10Poniewaz $rednia warto$é argumentow, uzytych do konstrukcji przedziatu
ufnodci nie jest rowna 0 musimy skorygowaé nasze argumenty: x§ = 10 — 13 =
-3.

y(—=3) = 80+1.42(-3)=75.74,
~ 1, a3 1 (=3)?
+ — 4+ — = . + - + = .
1 - ”tz 10.654/1 5 " 79398 11.283,

d(y,0.05,—3) = 2.365-11.283 = 26.69
Przedziat ufnoéci dla wartoéci w punkcie xg = 10 bedzie mial postaé
(75.74 — 26.69, 75.74 + 26.69) = (49.05, 102.43)
Patrzqgc na wykres danych zauwwazmy, jak szeroki jest ten przedzial ufnoscill

Wazna role w modelu regres;ji liniowej peni wspétezynnik korelacji

1.1 Wspélczynnik korelacji

Dane sa dwa wektory al = (a1,a2,...,a,) i b = (by,by,...,b,) takie, ze
a=b=0.

Definicja 1.1 Wspoblczynnikiem korelacji wektoréw a i b nazywamy wyrazenie

{a,b)

r(a,b) < cos (£ (a, b)) = TalTol

Dla dowolnych wektoréw definiujemy wspétczynnik korelacyi
r(a,0) < 7 (a*, %)
gdzie

a*T = (alfaacLZ*a;'"van*a)v

b7 (by —b,bp = b,... b, —b)

Whiosek 1.3 Wspdlczynnik korelacji ma nastepujace wltasnosci:
1. |r(a,b)| <1,
2. |r(a,b) =1« (a,p) b; = a+ Ba;

Dowéd. Pierwsza wlasnoé¢ wynika z tego, ze wspélczynnik korelacji jest
cosinusem kata. Druga z faktu, ze jesli cosinus kata jest co do modutu réwny 1
to wektory sg do siebie réwnolegte, czyli dla pewnego 3, b; —b= (a1 —a) =
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Whniosek 1.4 Dia regresji liniowej niech r wf, (y,x). Wtedy:

B=rt, (1)
R=(-1)s5(1-r?)), (2)

n ~\2

n =1_T27 (3)
Sy Wi — )
02=s§(1—r2)n72 (4)

Dowéd. Wszystkie wlasnoéci wymienione we wniosku wynikaja z podstaw-
ienia wzoru (1). Aby ten wzér udowodnié wystarczy zauwazy¢, ze

= Y, x Y, y—y-,x y*,z) |ly S YT _

ﬂ=< 2>=< 2>+< 2>=< >H_||+ZZ_
[ el |z lzl llyll =l ]
Ayl /vn—1 _ sy

el /vn -1 sa

|

Wiasno$¢ (3) opisuje, na ile regresja wyjasnia zmienno$¢ obserwacji y. W
liczniku mamy kwadraty odchylenn obserwacji i prognoz na podstawie regresji
(blad regresji), w mianowniku - catkowita zmiennoé¢. Stosunek tych wartosci
wyraza, jaka cze$¢ obserwacji nie jest wyjasniona przez regresje. Zalezy ona
od kwadratu wspétczynnika korelacji. W praktyce uwaza sie, ze korelacja jest
"mocna”, jesli regresja wyjadnia co najmniej polowe zmiennoéci. To znaczy,
korelacja jest "mocna”, gdy 7? > 0.5,czyli gdy r > 0.7.

Whiosek 1.5 Dla testowania hipotezy istotnosci regresji
Ho @ pB=0,
Hy @ p#0
zbidr krytyczny ma postaé
C={y: T >k}
gdzie

T(y): ﬁ\/ﬂ—Z

Gdy Hp jest prawdziwa to T (y) ma rozktad Studenta t,_» z n — 2 stopniami
swobody.

Dowdéd. Korzystajac z wniosku 1.2 zbidr krytyczny bedzie mial postaé:

C = (y: )ﬁ‘

[l]

riy
Sx

>k = > kY=

= Y.
O'/HJZ‘” Sy\/lfTZ /%

|T|§x(n*1)$m
= {y: - >kp=

r
v |
syV1—r? % { 1-r2

vn — 2‘ > k:}
co konczy dowéd. m
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Przyklad 1.5 (c.d.)Wykonamy obliczenia, zwigzane z wlasnosciami wspdtczyn-
nika korelacji i testowaniem istotnosci regresji.

9.58

Czesé zmiennosci nie wyjasniona przez regresje wynosi 1—r? = 1—0.81%2 = 0.34
(34%).
Poziom krytyczny testu na istotno$é regresji wyraza prawdopodobieristwo
0.81
v/1-10.812

Mozemy wiec, z ryzykiem popetnienia bledu I rodzaju mniejszym od 0.01, odrzucicé
hipoteze o nieistotnosci regresji.l

P <|T| > ﬁ) = P (|T| > 3.654) < P (|T| > 3.499) = 0.01
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