
1 Wykład 8

Test wartósci wariancji dla znanej średniej
Niech XT = (x1, x2, . . . , xn) b þedzie próba prost þa z rozkładu N (µ,σ), śred-

nia µ jest znana. Testujemy hipotezy:

H0 : σ = σ0,

H1 : σ 6= σ0

Iloraz wariancji w tym przypadku ma postác:
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jest rosn þac þa funkcja u Zbiór krytyczny b þedzie miał wi þec postać:
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ma rozkład χ2
n (z n stopniami swo-

body), gdy hipotezaH0 jest prawdziwa, wi þec k naleúzy wyznaczýc z dystrybuanty
rozkładu χ2

n.
Test równósci dwóch średnich w rozkładzie normalnym ze znan þa

wariancj þa
Tym razem mamy dwie niezaleúzne próby proste: XT = (x1, x2, . . . , xm)

i Y T = (y1, y2, . . . , yn). Pierwsza pochodzi z rozkładu normalnego N (µ1,σ),
druga z rozkładu N (µ2,σ). Testujemy hipotezy:

H0 : µ1 = µ2,

H0 : µ1 6= µ2.

Wyliczymy iloraz wiarygodnósci dla tych hipotez

Lx (H0,H1) =
sup {l (x, µ1,σ) l (y, µ2,σ) : µ1, µ2}
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jest wi þec rosn þac þa funkcj þa |x− y|. Zbiór krytyczny ma postác:
C = {X,Y : |x− y| > k}

Zmienna losowa X − Y , gdy prawdziwa jest hipoteza zerowa, ma rozkład

N
³
0,σ

q
1
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´
. W zwi þazku z tym dla testowania na poziomie α zachodzíc

musi ci þag równósci:
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Tak wi þec k = zασ

q
1
m +

1
n gdzie Φ (zα) = 1−α/2 i Φ jest dystrybuant þa rozkładu

N (0, 1) .
Test zgodnósci
Dóswiadczenie ma kmoúzliwych wyników o prawdopodobieństwach p1, p2, . . . pk.

Niezaleúznie, n-krotnie powtarzamy to dóswiadczenie. Otrzymamy wektor wyników
tej obserwacji postaci XT = (x1, x2, . . . , xn) gdzie xi oznacza liczb þe powtórzeń,
w których pojawił si þe i-ty wynika dóswiadczenia. Oczywíscie

Pn
i=1 xi = n.Chcemy

na podstawie tych obserwacji testowác hipotez þe, úze pi przyjmuj þa konkretne
wartósci. Dopuszczamymoúzliwóśc, úze pi mog þa býc funkcjami nieznanych parametrów
θ (pi = pi (θ)). Chcemy wi þec testować hipotezy:

H0 : pi = pi (θ) dla θ ∈ Θ0,

H1 : s þa dowolne

Rozkład wektora X jest wielomianowy:
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Aby obliczýc logarytm ilorazu wiarygodnósci musimy obliczýc

logLx (H1) = sup

(
log

Ã
n!

kY
i=1

pxi
i

xi!

!
: 0 ≤ pi,

kX
i=1

pi = 1

)
Zgodnie z zasad þa mnoúzników Lagrange�a wystarczy szukác maksimum wyraúze-
nia
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Podobnie,
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gdzie bθ jest estymatorem najwi þekszej wiarygodnósci parametru θ w obszarze
Θ0. w takim razie
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Wielkósci ei
def
= npi

³bθ´ s þa oczekiwanymi , zás xi s þa obserwowanymi liczbami za-
j́śc i-tego wyniku podczas n powtorzeń dóswiadczenia. Wyraúzenie D (x, e)

def
=
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nazywamy odchyleniem rozkładu teoretycznego i obser-

wowanego. Zgodnie z twierdzeniem o ogólnym, asymptotycznym téscie ilorazu
wariancjiD (x, e)ma rozkład χ2 z k−1−p stopniami swobody, gdzie p jest liczb þa
stopni swobody dla estymacji θ ∈ Θ0 . Taka liczba stopni swobody wynika z
faktu, úze w obszarze hipotezy H1wyst þepuje k nieznanych parametrów z jednym
ograniczeniem

Pk
i=1 pi = 1. Tak wi þec zbiór krytyczny b þedzie miał postác:

C = {X : D (x, e) > k}
gdzie k musi spełniać warunek

P
¡
χ2
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¢
= α

Wpraktyce stosuje si þe przybliúzon þa postác odchylenia rozkładu1 , zwan þa statystyk þa
χ2 Pearsona.
Z rozwini þecia Taylora funkcji log (1 + x) otrzymamy przybliúzon þa równóśc dla

małych x

log (1 + x) ≈ x− x
2

2

Tak wi þec zauwaúzywszy, úze
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1 chyba z powodu niedogodnósci obliczania logarytmów
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oraz, úze dla duúzych n wyraúzenie δi = xi − ei ma małe wartósci2 otrzymamy
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Statystyka χ2 Pearsona wyraúza si þe wzorem

χ2 =
kX
i=1

(xi − ei)2
ei

i ma on w przybliúzeniu, dla duúzych n rozkład χ2 z k−1−p stopniami swobody3
Wzór Pearsona moúze miéc teúz inn þa interpretacj þe
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Tak wi þec χ2/n jest oczekiwanym kwadratowym bł þedem wzgl þednym licznósci
obserwowanych xi wzgl þedem oczekiwanych ei.
Co wi þecej, asymptotycznie, gdy prawdziwa jest hipoteza zerowa, wielkósci

xi−ei√
ei

s þa w przybliúzeniu niezaleúzne i maj þa rozkład normalny N (0, 1) 4 . Jeúzeli
wi þec w sumie χ2 wyst þapi þa składniki wi þeksze od 1.962 = 3. 85 lub jeszcze bardziej
- wi þeksze od 2.582 = 6.66 5to te wyniki s þa najbardziej odpowiedzialne za niez-
godnóśc z hipotez þa zerow þa. Pozwala to na bardziej szczegółow þa interpretacj þe
otrzymanych wyników.

Przykład 1.1 Weźmy dane Mendla, o których była mowa na pocz þatku rozdziału
o testowaniu hipotez

typ liczba prawdopodobieństwo oczekiwana liczba
groszku obserwacji teoretyczne ziaren

gładki úzółty 315 9/16 312.75
gładki zielony 108 3/16 104.25

pomarszczony úzółty 102 3/16 104.25
pomarszczony zielony 31 1/16 34.75
W tej tablicy mamy licznósci obserwowane w drugiej kolumnie i oczekiwane,

zgodne z modelem genetycznym Hardy�ego-Weinberga w czwartej. Zauwaúzmy,

2 z prawa wielkich liczb
3w praktyce uwa úza si þe, úze n jest dostatecznie du úze, gdy ei ≥ 5 dla wszystkich i
4 to tłumaczy, úze rozkład statystyki Pearsona jest χ2

5w rozkładzie normalnym standardowym wartości wi þeksze co do modułu od 1.96 wyst þepuj þa
z prawdopodobieństwem 0.05 a wi þeksze co do modułu od 2.58 z prawdopodobieństwem 0.01
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úze licznósci oczekiwane s þa wi þeksze od 5 co pozwala na posłuúzenie si þe przybliúze-
niem Pearsona. Policzymy jednak dla porównania odchylenie i statystyk þe χ2

Pearsona:

D (x, e) = 2

µ
315 log

µ
315

312.75

¶
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¶
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¶
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¶¶
=

= 0.6184

Podobnie,

χ2 =
(315− 312.75)2

312.75
+
(108− 104.25)2
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+
(102− 104.25)2

104.25
+
(31− 34.75)2

34.75
=

= 0.01619 + 0.1349 + 0.0486 + 0.4047 = 0.6043

Czy moúzemy odrzucić hipotez þe o zgodnósci z modelem Hardy�ego-Weinberga?
Obliczmy poziom krytyczny dla naszych danych:

P
¡
χ2

4−1−0 > 0.6184
¢
< P

¡
χ2

3 > 0.584
¢
= 0.9,

P
¡
χ2

3 > 0.6184
¢
> P

¡
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3 > 6.251
¢
= 0.1

Jest on zawarty mi þedzy 0.9 a 0.1 6wi þec zbyt ryzykowne byłoby odrzucenie hipotezy
zerowej. Jak widać, úzaden ze składników w statystyce Pearsona nie jest wi þekszy
od 3.85 co wskazuje, úze úzaden z wyników nie groziłby zgodnósci obserwacji z
hipotez þa Hardy�ego-Weinberga.¥

6 dokładnie, 0.892
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