1 Wyklad 8

Test warto$ci wariancji dla znanej $redniej
Niech X7 = (21, 22,... ,7,) bedzie préba prosta z rozkladu N (u, o), éred-
nia p jest znana. Testujemy hipotezy:

Hy : o=oo,
Hy : o#oo

lloraz wariancji w tym przypadku ma postaé:

—n/2
L, (Ho, Hy) = 22dt@mo) i} <27T S i (i — u)2> exp(-n/2)

I(z,pu,00) (271'0(2))_"/2 exp (— S (@i — uo)2 /20(2))

Oznaczmy u < S (w5 — pg)? /nod. Wtedy

2log L, (Ho, H1) = n(u—1—logu)

jest rosnaca funkcja u Zbidr krytyczny bedzie mial wiec postac:

C:{X:ml(x—izﬂ(’)z>k}

nog

gdzie k jest tak wybrane, aby P (—'—&2“—0) ) = «. Jak nietrudno za-

. . L (X L
uwazy¢, zmienna losowa T’ = —'J-—g—( i—t'0)” 1a rozklad X2 (z n stopniami swo-
'IlO'

body), gdy hipoteza Hy jest prawdzwva wiec k nalezy wyznaczy¢ z dystrybuanty
rozkladu x2.

Test réwnosci dwéch Srednich w rozkladzie normalnym ze znana
wariancja

Tym razem mamy dwie niezalezne proby proste: X7 = (xq1,2,...,7m)
i YT = (y1,92,... ,yn). Pierwsza pochodzi z rozktadu normalnego N (u4,0),
druga z rozktadu N (u,, o). Testujemy hipotezy:

Ho = py = po,
Ho ' pq # po-

Wryliczymy iloraz wiarygodnoéci dla tych hipotez

sup {{ (@, p,0) L(y, pip, @) : pig, o}
L, (Ho, Hy) = —
(Ho, Hy) sup {l (z, p,0) L (y, p1,0) : p}

(oro?) " exp (S -7 f202)
L \2 '
(2r0?) " oy (~ T, (- 22328 202

exp (= X1y (0~ 7)° /20%) L
. = ex — T —
n mz+ny 2 P 202 m-+n Y
exp | — Z’i:l (yL T Tman > /20
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jest wiec rosnaca funkcja [T — g|. Zbiér krytyczny ma postac:
C={X,Y:|z—7g| >k}

Zmienna losowa X — Y, gdy prawdziwa jest hipoteza zerowa, ma rozklad

N (0, o4/ % + %) . W zwiazku z tym dla testowania na poziomie a zachodzié¢
musi cigg réwnosci:

o = P(F-gl>k-p| =0, __*& =

1 1 1 1
9\ m + n O\/m + n

2(1-90

_k
0,/%-1—%

Tak wiec k = 2,04/ % + 7—1L gdzie ® (z,) = 1—a /21 ® jest dystrybuanta rozktadu
N(0,1).

Test zgodnosci

Doswiadczenie ma k mozliwych wynikéw o prawdopodobienstwach p1, p2, . . . pi-
Niezaleznie, n-krotnie powtarzamy to do§wiadczenie. Otrzymamy wektor wynikéw
tej obserwacji postaci X7 = (21, 22,... ,7,) gdzie 2; oznacza liczbe powtérzen,
w ktérych pojawil sie i-ty wynika doswiadczenia. Oczywiscie Y -y 2; = n.Chcemy
na podstawie tych obserwacji testowaé¢ hipoteze, ze p; przyjmuja konkretne
wartosci. Dopuszczamy mozliwo$é, ze p; moga by¢ funkcjami nieznanych parametréw
0 (p; = p; (0)). Chcemy wiec testowaé hipotezy:

Hy : pi=p; (9) dla 6 € O,
H; : sadowolne

Rozktad wektora X jest wielomianowy:

k Tj
jo
P(XT = (x17x27"' 7$n)) :n'gﬁ

Aby obliczy¢ logarytm ilorazu wiarygodno$ci musimy obliczy¢

koo k
log L, (Hy) = sup {log (n'H];;') :0 < p;, g pizl}
i=1 """ i=1

Zgodnie z zasada mnoznikéw Lagrange’a wystarczy szuka¢ maksimum wyraze-
nia

k i
> wilogpi+A> pi
i=1 i=1

wzgledem zmiennych p;. Maksimum jest osiagniete w punkcie p; = x;/n i wynosi

k
log L, (Hy) = log (%) " ;x log (%)

i=1Ta:
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Podobnie,

et v ) e 9

gdzie [ jest estymatorem najwickszej wiarygodnosci parametru 8 w obszarze
©p. w takim razie

2log L, (Ho,H1) = 2(logL, (H1)—logL, (Ho)) =

(wd ) -3y 1)) -
;x log np;”E 5)

. , . def A . . , .. .
Wielkosci e; = np; (9) sa oczekiwanymi , za§ x; s3 obserwowanymi liczbami za-

s . . . . d
j8¢ i-tego wyniku podczas n powtorzen doswiadczenia. Wyrazenie D (z, e) e

2 (Zle x; log (%IL)) nazywamy odchyleniem rozkladu teoretycznego i obser-
wowanego. Zgodnie z twierdzeniem o ogdlnym, asymptotycznym tescie ilorazu
wariancji D (z, €) ma rozklad x? z k—1—p stopniami swobody, gdzie p jest liczba
stopni swobody dla estymacji § € ©g . Taka liczba stopni swobody wynika z
faktu, ze w obszarze hipotezy Hiwystepuje k nieznanych parametréw z jednym
ograniczeniem ZZ —, pi = 1. Tak wiec zbidr krytyczny bedzie mial postac:

C={X:D(z,e) >k}
gdzie k musi spelnia¢ warunek
P (Xi*lfp > k:) =«

W praktyce stosuje sie przyblizona posta¢ odchylenia rozkladu', zwana statystyka
x? Pearsona.

Z rozwiniecia Taylora funkeji log (1 + ) otrzymamy przyblizona réwnosé dla
malych x

22
log(l+2z)~z— 5
Tak wiec zauwazywszy, ze
Z; T — €; def 6L
14 ot ]
€; €; €;

Lchyba z powodu niedogodnosci obliczania logarytméw
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oraz, ze dla duzych n wyrazenie §; = x; — e; ma male wartosci’ otrzymamy

k k
D (xz,e) = 2(;@10(‘;(%)) = (;xilog(l—i—i—:))w
k 2 k 2 3
s 1/(6 162 16
~ 2<Z<‘5i+el><eﬁ‘§<2) >_2<Zae Rkl
i=1 v g i=1" " @
k 52 k 63 k k 52 k k 52
i=1 =1 "t i=1 i=1 i=1 i=1
- k (xi_ei)z
i=1 €i

i ma on w przyblizeniu, dla duzych n rozklad x? z k — 1 — p stopniami swobody?
Wzér Pearsona moze mie¢ tez inna interpretacje

~ (z; —€;)° k zi—e\° ~ zi— e\
2N~ Wize) N (Tizei) (rize
N M G IR WAC

Tak wiec x?/n jest oczekiwanym kwadratowym bledem wzglednym licznoéci
obserwowanych x; wzgledem oczekiwanych e;.

Co wiecej, asymptotycznie, gdy prawdziwa jest hipoteza zerowa, wielkosci
i‘\/_T—IeL sa w przyblizeniu niezalezne i maja rozktad normalny A (0,1)*. Jezeli
wiec w sumie x? wystapia skladniki wieksze od 1.96% = 3. 85 lub jeszcze bardziej
- wieksze od 2.58% = 6.66 °to te wyniki sa najbardziej odpowiedzialne za niez-
godno$¢ z hipoteza zerowa. Pozwala to na bardziej szczegélowa interpretacje
otrzymanych wynikéw.

Przyklad 1.1 WesZmy dane Mendla, o ktérych byta mowa na poczatku rozdzialu
o testowaniu hipotez

typ liczba prawdopodobienstwo | oczekiwana liczba
groszku obserwacyji teoretyczne ziaren
gtadki zotty 315 9/16 312.75
gladki zielony 108 3/16 104.25
pomarszczony Z0tty 102 3/16 104.25
pomarszczony zielony 31 1/16 34.75

W tej tablicy mamy licznosci obserwowane w drugiej kolumnie i oczekiwane,
zgodne z modelem genetycznym Hardy’ego- Weinberga w czwartej. Zauwazmy,

2y prawa wielkich liczb

3w praktyce uwaza sie, ze n jest dostatecznie duze, gdy ej > 5 dla wszystkich 4

4to tlumacazy, ze rozklad statystyki Pearsona jest x?

5w rozkladzie normalnym standardowym wartoéci wieksze co do modulu od 1.96 wystepuja
z prawdopodobienistwem 0.05 a wigksze co do modutu od 2.58 z prawdopodobieistwem 0.01
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ze licznosci oczekiwane sq wieksze od 5 co pozwala na postuzenie sie przyblize-
niem Pearsona. Policzymy jednak dla poréwnania odchylenie i statystyke x?

Pearsona:
315 108 102 31
D = 2(3151 108log | —— ) + 1021 llog (—— ) ) =
(@,¢) <3 blog (312.75) + 108 log (104.25) + 102log <1o4.25> +3llog (34.75))
= 0.6184
Podobnie,
2 - (315 — 312.75)% (108 —104.25)° = (102 —104.25)° (31 — 34.75)°

312.75 + 104.25 + 104.25 + 34.75
0.01619 4 0.1349 + 0.0486 + 0.4047 = 0.6043

Czy mozemy odrzucié hipoteze o zgodnosci z modelem Hardy’ego- Weinberga?
Obliczmy poziom krytyczny dla naszych danych:

P (X3 1.0>06184) < P(x3>0.584) =09,
P(x3>0.6184) > P (x3>6.251)=0.1

Jest on zawarty miedzy 0.9 a 0.1 Swiec zbyt ryzykowne bytoby odrzucenie hipotezy
zerowej. Jak widaé, Zaden ze skladnikéw w statystyce Pearsona nie jest wiekszy
od 3.85 co wskazuje, Ze Zaden z wynikow nie grozitby zgodnosci obserwacji z
hipoteza Hardy’ego- Weinberga. ¥

6 dokladnie, 0.892
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