
1 Wykład 9

Test jednorodnósci

Przykład 1.1 Obserwowano duúz þa liczb þe pacjentów. Cz þésci z nich podawano
aspiryn þe, cz þésci placebo. Obserwowano wyst þapienia ataku serca u pacjentów:

Atak serca Bez ataku suma
aspiryna 104 10933 11037
placebo 189 10845 11034

suma 293 21778 22071

Interesuje nas odpowiedź na pytanie, czy reakcja pacjentów na aspiryn þe róúzni
si þe istotnie od reakcji na placebo.!

Mamy dane, pochodz þace z obserwacji n obiektów, podzielone na w grup o
ustalonych z góry frakcjach q1, q2, . . . qw (

!w
i=1 qi = 1, qi > 0) przedstawione w

postaci prostok þatnej tabeli:

X =

B1 B2 · · · Bk

G1 x11 x12 · · · x1k

G2 x21 x22 · · · x2k

...
...

...
. . .

...
Gw xw1 xw2 · · · xwk

gdzie Bj s þa pewnymi zdarzeniami, xij jest liczb þa obserwacji, w których zdarze-
nie Bj .zaszło w grupie Gi. Zdarzenia Bj stanowi þa układ kompletny1 , opisu-
j þacy rozkład wartósci cechy opisowej B. W naszym przykładzie pacjentów
pogrupowano według zastosowanej terapii, cecha B− objawy choroby (wyst þapi-
enie lub brak ataku serca). Czy pogrupowanie ma wpływ na rozkład praw-
dopodobieństwa wartósci cechy B? Pytanie to moúzna sformułowác w postaci
hipotezy konkurencyjnejH1: �pogrupowanie ma wpływ na rozkład prawdopodobieństwa
wartósci cechy B� i hipotezy zerowej H0: �pogrupowanie nie ma wpływu na
rozkład prawdopodobieństwa wartósci cechy B�
Matematycznie hipotez þe zerow þa moúzna sformułowác w postaci równósci:

H0 : p1j/q1 = p2j/q2 = . . . = pwj/qw
def
= µj dla kaúzdego j = 1, 2, . . . , k

gdzie

pij = P (w grupie Gi zajdzie zdarzenie Bj)

Oczywíscie hipoteza konkurencyjna jest negacj þa hipotezy zerowej. Macierz ob-
serwacji X ma rozkład wielomianowy

P (X) = n!
w"

i=1

k"
j=1

p
xij

ij

xij !
, n =

w#
i=1

k#
j=1

xij

1 tzn s þa rozł þaczne i ich suma jest zdarzeniem pewnym
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Logarytm wiarygodnósci hipotezy konkurencyjnej wynosi

logLx (H1) = sup

log

n!
w"

i=1

k"
j=1

p
xij

ij

xij !

 : 0 ≤ pij ,∀i

k#
j=1

pij = qi


Wprowad́zmy pomocniczo parametry λij

def
= pij

qi
. Warunek

∀i

k#
j=1

pij = qi

jest równowaúzny warunkowi

∀i

k#
j=1

λij = 1

Podobnie, jak przy wyprowadzaniu wzoru na statystyk þe χ2 Pearsona supremum
to osi þagni þete jest dla .pij = .λij = xijqi

xi·
, gdzie xi· =

!k
j=1 xij = nqi. St þad

wynika, úze .pij = xij

n oraz, úze

logLx (H1) = log

/
n!0w

i=1

0k
j=1 xij !

1
+

w#
i=1

k#
j=1

xij log
2xij

n

3
Dla hipotezy zerowej

logLx (H0) = sup

log

n!
w"

i=1

k"
j=1

4
qiµj

5xij

xij !

 : 0 ≤ µj ,
k#

j=1

µj = 1


supremum jest osi þagni þete dla .µj = x·j/n, gdzie x·j =

!w
i=1 xij

2 i jest równe

logLx (H0) = log

/
n!0w

i=1

0k
j=1 xij !

1
+

k#
i=1

xij log
2qix·j
n

3
=

= log

/
n!0w

i=1

0k
j=1 xij !

1
+

k#
i=1

xij log
2xi·x·j
n2

3
Tak wi þec

2 logLx (H0,H1) = 2
w#

i=1

k#
j=1

xij log

6
xijn

xi·x·j

7

Oznaczmy eij
def
= xi·x·j

n = n
qix·j

n . Liczba ta jest oczekiwan þa liczb þa zaj́śc
zdarzenia Bj w grupie Gi gdy prawdziwa jest hipoteza zerowa. Mamy wtedy

2 logLx (H0,H1) = 2
w#

i=1

k#
j=1

xij log

6
xij

eij

7
2 czyli, gdy prawdziwa jest H0 to estymatorami najwi þekszej wiarygodności praw-

dopodobieństw pij s þa .pij =
qix·j

n
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Podobnie wi þec jak w juúz rozpatrywanym przykładzie testu zgodnósci, zbiór kry-
tyczny b þedzie miał postać:

C = {x : D (x, e) > k}
gdzie odchylenie w tym przypadku b þedzie miało postác:

D (x, e) = 2
w#

i=1

k#
j=1

xij log

6
xij

eij

7
Gdy hipoteza zerowa jest prawdziwa, odchylenie ma rozkład χ2 z liczba stopni
swobody równ þa w (k − 1) − (k − 1) = (w − 1) (k − 1). Wynika to z faktu, úze
hipoteza H1 ma w (k − 1) stopni swobody: wszystkich parametrów λij jest
wk natomiast równań ograniczaj þacych ∀i

!k
j=1 λij = 1 jest w czyli wolnych

parametrów jest wk − w = w (k − 1); dla hipotezy H0 wszystkich parametrów
µj jest k z jednym ograniczeniem

!k
j=1 µj = 1 - wolnych parametrów jest k−1.

Moúzemy teúz w konstrukcji zbioru krytycznego posłuúzýc si þe statystyk þa Pear-
sona:

χ2 =
w#

i=1

k#
j=1

(xij − eij)2

eij

Przykład 1.2 (ci þag dalszy) Obliczymy liczebnósci oczekiwane, gdyby hipoteza
zerowa była prawdziwa:

eij Atak serca Bez ataku suma
aspiryna 146.52 10890.5 11037
placebo 146.48 10887.5 11034

suma 293 21778 22071

Na przykład, e11 = 293·11037
22071 = 146.52 Statystyka χ2 Pearsona b þedzie miała

wartósć

χ2 Atak serca Bez ataku suma

aspiryna (104−146.52)2

146.52 = 12.339 (10933−10890.5)2

10890.5 = 0.166 12.505

placebo (189−146.48)2

146.48 = 12.343 (10845−10887.5)2

10887.5 = 0.166 12. 509

suma 24. 682 0.332 25. 014

Poziom krytyczny dla tego testu moúzna oszacować z tablic statystycznych:

P
4
χ2

1 > 25. 014
5
< P

4
χ2

1 > 7.879
5

= 0.005

Prowadzi to do odrzucenia hipotezy zerowej o braku wpływu terapii na zachorowa-
nia. Z tablicy χ2 moúzna odczytać, úze:

� grupy terapeutyczne s þa do siebie podobne - poziomy χ2 s þa praktycznie takie
same

� róúznica grup terapeutycznych ujawnia si þe wśród chorych, którzy przeszli
atak serca (χ2 = 24. 682): gdyby H0 była prawdziwa, oczekiwana liczba
chorych w grupie zaúzywaj þacej aspiryn þe, (146.52), byłaby wi þeksza od za-
obserwowanej (104); w grupie leczonej placebo oczekiwana liczba chorych
(146.48), byłaby mniejsza od zaobserwowanej (189).!
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W podobny sposób moúzna testować hipotez þe o niezaleznósci dwóch komplet-
nych układów zdarzeń3 (A1, A2, . . . , Aw) i (B1, B2, . . . , Bk) .
Hipotezy w tym przypadku maj þa postác:

H0 : ∀ijP (Ai ∩Bj) = P (Ai)P (Bj) ,

H0 : ∃ijP (Ai ∩Bj) &= P (Ai)P (Bj)

Tablica danych ma tak þa sam þa postać jak w przypadku testu jednorodnósci:

X =

B1 B2 · · · Bk

A1 x11 x12 · · · x1k

A2 x21 x22 · · · x2k

...
...

...
. . .

...
Aw xw1 xw2 · · · xwk

gdzie xij jest liczb þa obserwacji, w których zaszło zdarzenie Ai∩Bj . Zadziwiaj þa-
cym zbiegiem okolicznósci test, oparty na ilorazie wiarygodnósci4 jest taki sam
jak w przypadku testu jednorodnósci.
W analogiczny sposób moúzna teúz sprawdzíc, czy dane pochodz þa z rozkładu

o ustalonej dystrybuancie. Obserwacje liczbowe moúzemy podzielic na grupy ob-
serwacji naleúz þacych do rozł þacznych przedziałów i zapisác, ile obserwacji wpadło
do poszczególnych przedziałów. W ten sposób otrzymamy ci þag liczebnósci ob-
serwowanych. Moúzemy teúz, maj þac dan þa dystrybuant þe hipotetyczn þa obliczýc
prawdopodobieństwo pi, úze obserwacj þe wpadły do i-tego przedziału. Liczeb-
nósci oczekiwane moúzna wi þec obliczýc ze wzoru ei = npi, gdzie n jest liczb þa ob-
serwacji. W ten sposób moúzna, stosuj þac test zgodnósci5 , zweryÞkować hipotez þe
o tym, czy obserwacje maj þa rozkład o danej dystrybuancie6 .

3 tym razem zdarzenia (A1, A2, . . . , Aw) s þa losowe
4patrz zadanie 1 z listy 6
5w obliczaniu liczby stopni swobody nale úzy uwzgl þedníc, ile parametrów rozkładu było wyz-

naczanych z próby
6patrz zadanie 3 z listy 6
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