Prawdopodobieristwo warunkowe

P(A|B) = Pf;ggf)

Wz6r Bayesa (twierdzenie o prawdopodobienstwie catkowitym)

Jesli B’ to zdarzenie dopetniajace dla B, to:

P(A) = P(B)P(A|B) + P(B")P(A|B")




Na pewnga chorobe choruje 30% populacji. Test do wykrywania
choroby ma czutos¢ 99.7% i swoistos¢ 98.5%. Jakie jest
prawdopodobienstwo, ze osoba z wynikiem pozytywnym faktycznie
jest chora?

@ czutosé testu (sensitivity) — prawdopodobieristwo pozytywnego
wyniku u osoby chorej;

@ swoistosc¢ testu (specificity) — prawdopodobieristwo
negatywnego wyniku u osoby zdrowej;

@ wynik fafszywie pozytywny — pozytywny wynik u osoby zdrowej;

o wynik fafszywie negatywny — negatywny wynik u osoby chorej;



A — osoba chora, B — wynik pozytywny testu

P(A) =0.3

P(B|A) = 0.997 oraz P(B’|A) = 0.003

P(B’|A") = 0.985 oraz P(B|A’) = 0.015

P(A|B) =7

P(ANB) = P(BJA)- P(A) =0.997 - 0.3 = 0.2991

P(B) = P(A)P(B|A) + P(A")P(B|A’) = 0.3-0.997 + 0.7 - 0.015 =
0.3096

P(AIB) = “5igy’ = G305 = 96.6%

Co jesli chore jest 1% populacji?
Woéwcezas P(AN B) = 0.00997, P(B) = 0,02482, P(A|B) = 40.2%



Rozktad Bernoulliego

Proba Bernoulliego

Pewien eksperyment ma dwa mozliwe wyniki: sukces lub porazka.
Prawdopodobienstwo sukcesu w kazdej prébie wynosi p. Jesli Y to
zmienna losowa oznaczajaca liczbe sukceséw w n (niezaleznych)
prébach, to:

P(Y =k = (7)ot - o1

EY =EYi+---+EYy=p+---+p=np
Var(Y) = Var(Y1)+ - -+Var(Yy) = p(1-p)+- - -+p(1—p) = np(1-p)



Rozktad Bernoulliego

Rzucamy 5 razy monetg i liczymy liczbe otrzymanych ortéw
(zmienna Y'). Obliczy¢ prawdopodobieristwa wyrzucenia doktadnie
2 ortéw oraz co najmniej 4 ortéw.

(
wr-a-() () 0) -
or-9- () () () 5
P(Y>4)=P(Y:4)+P(Y:5)_%



Rozktad Bernoulliego

Jeden na o$miu dorostych mezczyzn ma podniesiony poziom
cholesterolu. Losowo wybrano 6 mezczyzn z populacji. Jakie jest
prawdopodobienstwo, ze doktadnie 2 sposréd nich ma podniesiony
poziom cholesterolu? Jakie jest prawdopodobieristwo, ze co
najmniej jeden z nich ma podniesiony poziom cholesterolu?

v ()0 (3
pov o= (%) (1) (2 - e

P(Y >1)=1-P(Y =0)=55.1%



Przyblizanie rozktadu Bernoulliego rozktadem normalnym

Rozktad Bernoulliego z parametrami n i p przyblizamy rozktadem
normalnym z = np i 0 = \/np(1 — p). Otrzymane przyblizenie:
e utatwia rachunki (wyliczanie wspétczynnikéw Newtona jest

trudne dla duzych ni k);
@ jest dos¢ dobre, gdy np > 51 n(1 — p) > 5, przy czym
przyblizenie jest tym lepsze, im p jest blizsze 0.5;
@ jest dos¢ doktadne w centrum rozktadu i gorsze w ogonach;
@ jest przyblizeniem zmiennej dyskretnej przy pomocy zmienne]
ciaggle], wiec przyjmujemy, ze Y = k odpowiada
k—05<Y <k+05



Przyblizanie rozktadu Bernoulliego rozktadem normalnym

Przyktad 4

Zmienna losowa Y ma rozkiad Bernoulliego z parametrami n = 40 i
p = 0.25. Chcemy policzy¢ prawdopodobieristwo P(10 < Y < 15)

Przyblizamy zmienng Y’ o rozktadzie normalnym o parametrach
w=np=101i 0 = /np(l — p) = 2.74. Normalizujemy:

_Y'-10
Z= 2.74

i obliczamy:

P(10 <Y <15) = P(9.5 < Y' < 15.5)

P(22-10 < 7 < 185710y — p(—0.18 < Z < 2.01)

= 0.9778 — 0.4286 = 0.539 (prawdziwa wartos¢ to 0.534)



Rozktad normalny

Wynikiem testu jest liczba catkowita z przedziatu [0, 150]. Wyniki
testu majq rozktad normalny z parametrami © = 100 i o = 16.
Wyznaczy¢ prawdopodobienstwo, ze losowo wybrany student
uzyskat wynik miedzy 120 a 140 punktéw.

P(120 < Y < 140) = P(119.5 < Y’ < 140.5)
p(H22100 < 7 < 1402-000) — P(1.22 < Z < 2.53)
= 0.9943 — 0.8888 = 0.1055



Rozktady prébkowe

Rozwazmy populacje o pewnym rozktadzie, np.
e normalnym N(u, o) z parametrami p i o
o dwupunktowym z parametrem p
(tzn. P(Y=1)=p, P(Y=0)=1-p)
Wybieramy prébe o rozmiarze n z populacji otrzymujac:
@ wartosci y1,...,Y¥n
@ taczng liczbe sukceséw y

Obliczamy estymatory:
—v)2.... —_v)2
_ Y1+n+}’n oraz s — \/(yl )P+ 1+(yn y)

°y o
°op=12
Gdy n jest duze, estymatory sg na ogét bliskie parametrom.



Rozktady prébkowe

o Jak bardzo estymatory moga rézni¢ sie od prawdziwych
parametréw?
o Co sie stanie, gdy wylosujemy inng prébe?
Wyobrazmy sobie, ze losujemy prébe wiele razy. Interesuje nas

rozktad wszystkich mozliwych do uzyskania wartosci y, s lub p.
Taki rozktad nazywamy rozktadem prébkowym estymatora.



Przyktad 6

Producent ocenia, ze 2% jego wyrobéw jest wadliwych. Wyroby
pakowane sg po 40 sztuk w jednym opakowaniu.

Y to liczba wadliwych rozktadéw w losowo wybranej paczce ma
rozktad dwumianowy (rozktad Bernoulliego) z parametrami n = 40,
p = 0.02).
Niech p = Y /40 to frakcja elementéw wadliwych.
P(p=0)=P(Y =0)=1-(0.02)°-(0.98)* = 0.45
P(p = 0.025) = P(Y = 1) = 40 - (0.02)" - (0.98)* = 0.36
P(p = 0.050) = P(Y =2) = 780 - (0.02)% - (0.98)% = 0.14
P(p = 0.075) = P(Y = 3) = 9880 - (0.02)* - (0.98)*" = 0.04
P(p>0.1)=P(Y >4)=0.01



Niech Y ma rozktad Bernoulliego (n, p). Wéwczas:
wy = np oraz VarY = np(1l — p)
Dla estymatora p = Y /n mamy:

np . np(l—p 1
pp = -~ =poraz Varp—(n2)—np(1—p)

np. dla p = 0.3 otrzymujemy:

P(0.25 < p < 0.35) = 0.500 gdy n=10
P(0.25 < p <0.35) = 0.535 gdy n =20
P(0.25 < p < 0.35) = 0.612 gdy n =40
P(0.25 < p <0.35) =0.728 gdy n =80
P(0.25 < p < 0.35) = 0.987 gdy n =500



Prébkowanie

Dana jest préba o rozmiarze n z populacji o rozktadzie normalnym.
Obserwujemy srednig prébkowa y. Jaki jest rozktad tych srednich
przy wielokrotnym prébkowaniu?

Fakt 1

Suma zmiennych niezeleznych o rozktadzie normalnym ma rozktad
normalny.

| A

Fakt 2

Jesli X ma rozklad normalny, to aX + b dla a # 0 tez ma rozktad
normalny.

Whiosek

Jesli Y ma rozktad normalny N(u, o), to rozktad prébkowy Y jest
normalny N(p, %)

‘ \



Centralne Twierdzenie Graniczne

Centralne Twierdzenie Graniczne

Jesli Yi, ..., Y, to niezalezne zmienne losowe o jednakowym
rozktadzie i skoriczonej wariancji, to dla duzego n zmienna losowa
Y = 1(Y1 +...Y,) ma rozktad bliski normalnemu.

@ jesli rozktad Y jest normalny, to dla dowolnego n rozktad Y
jest normalny;

o jesli rozktad Y jest w przyblizeniu symetryczny i nie ma
~ciezkich ogonéw”, to n = 30 jest wystarczajaco duze.



