
Wz�or Bayesa

Prawdopodobie«stwo warunkowe

P(A|B) = P(A∩B)
P(B)

Wz�or Bayesa (twierdzenie o prawdopodobie«stwie caßlkowitym)

Je�sli B ′ to zdarzenie dopeßlniaj�ace dla B , to:

P(A) = P(B)P(A|B) + P(B ′)P(A|B ′)



Wz�or Bayesa

Przykßlad 1

Na pewn�a chorob�e choruje 30% populacji. Test do wykrywania

choroby ma czußlo�s�c 99.7% i swoisto�s�c 98.5%. Jakie jest

prawdopodobie«stwo, 
ze osoba z wynikiem pozytywnym faktycznie

jest chora?

czußlo�s�c testu (sensitivity) � prawdopodobie«stwo pozytywnego

wyniku u osoby chorej;

swoisto�s�c testu (speci�city) � prawdopodobie«stwo

negatywnego wyniku u osoby zdrowej;

wynik faßlszywie pozytywny � pozytywny wynik u osoby zdrowej;

wynik faßlszywie negatywny � negatywny wynik u osoby chorej;



Wz�or Bayesa

A � osoba chora, B � wynik pozytywny testu

P(A) = 0.3
P(B|A) = 0.997 oraz P(B ′|A) = 0.003
P(B ′|A′) = 0.985 oraz P(B|A′) = 0.015
P(A|B) =?

P(A ∩ B) = P(B|A) · P(A) = 0.997 · 0.3 = 0.2991

P(B) = P(A)P(B|A) + P(A′)P(B|A′) = 0.3 · 0.997 + 0.7 · 0.015 =
0.3096

P(A|B) = P(A∩B)
P(B) = 0.2991

0.3096 = 96.6%

Co je�sli chore jest 1% populacji?

W�owczas P(A ∩ B) = 0.00997, P(B) = 0, 02482, P(A|B) = 40.2%



Rozkßlad Bernoulliego

Pr�oba Bernoulliego

Pewien eksperyment ma dwa mo
zliwe wyniki: sukces lub pora
zka.

Prawdopodobie«stwo sukcesu w ka
zdej pr�obie wynosi p. Je�sli Y to

zmienna losowa oznaczaj�aca liczb�e sukces�ow w n (niezale
znych)

pr�obach, to:

P(Y = k) =

(
n

k

)
pk(1− p)n−k

EY = EY1 + · · ·+ EYn = p + · · ·+ p = np

Var(Y ) = Var(Y1)+· · ·+Var(Yn) = p(1−p)+· · ·+p(1−p) = np(1−p)



Rozkßlad Bernoulliego

Przykßlad 2

Rzucamy 5 razy monet�a i liczymy liczb�e otrzymanych orßl�ow

(zmienna Y ). Obliczy�c prawdopodobie«stwa wyrzucenia dokßladnie

2 orßl�ow oraz co najmniej 4 orßl�ow.
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P(Y ≥ 4) = P(Y = 4) + P(Y = 5) =
3

16



Rozkßlad Bernoulliego

Przykßlad 3

Jeden na o�smiu dorosßlych m�e
zczyzn ma podniesiony poziom

cholesterolu. Losowo wybrano 6 m�e
zczyzn z populacji. Jakie jest

prawdopodobie«stwo, 
ze dokßladnie 2 spo�sr�od nich ma podniesiony

poziom cholesterolu? Jakie jest prawdopodobie«stwo, 
ze co

najmniej jeden z nich ma podniesiony poziom cholesterolu?
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= 44.9%

P(Y ≥ 1) = 1− P(Y = 0) = 55.1%



Przybli
zanie rozkßladu Bernoulliego rozkßladem normalnym

Rozkßlad Bernoulliego z parametrami n i p przybli
zamy rozkßladem

normalnym z µ = np i σ =
√

np(1− p). Otrzymane przybli
zenie:

ußlatwia rachunki (wyliczanie wsp�oßlczynnik�ow Newtona jest

trudne dla du
zych n i k);

jest do�s�c dobre, gdy np ≥ 5 i n(1− p) ≥ 5, przy czym

przybli
zenie jest tym lepsze, im p jest bli
zsze 0.5;

jest do�s�c dokßladne w centrum rozkßladu i gorsze w ogonach;

jest przybli
zeniem zmiennej dyskretnej przy pomocy zmiennej

ci�agßlej, wi�ec przyjmujemy, 
ze Y = k odpowiada

k − 0.5 ≤ Y ′ ≤ k + 0.5



Przybli
zanie rozkßladu Bernoulliego rozkßladem normalnym

Przykßlad 4

Zmienna losowa Y ma rozkßlad Bernoulliego z parametrami n = 40 i

p = 0.25. Chcemy policzy�c prawdopodobie«stwo P(10 ≤ Y ≤ 15)

Przybli
zamy zmienn�a Y ′ o rozkßladzie normalnym o parametrach

µ = np = 10 i σ =
√

np(1− p) = 2.74. Normalizujemy:

Z = Y ′−10
2.74 i obliczamy:

P(10 ≤ Y ≤ 15) = P(9.5 ≤ Y ′ ≤ 15.5)

P(9.5−10
2.74 ≤ Z ≤ 15.5−10

2.74 ) = P(−0.18 ≤ Z ≤ 2.01)

= 0.9778− 0.4286 = 0.539 (prawdziwa warto�s�c to 0.534)



Rozkßlad normalny

Przykßlad 5

Wynikiem testu jest liczba caßlkowita z przedziaßlu [0, 150]. Wyniki

testu maj�a rozkßlad normalny z parametrami µ = 100 i σ = 16.

Wyznaczy�c prawdopodobie«stwo, 
ze losowo wybrany student

uzyskaßl wynik mi�edzy 120 a 140 punkt�ow.

P(120 ≤ Y ≤ 140) = P(119.5 ≤ Y ′ ≤ 140.5)

P(119.5−100
16

≤ Z ≤ 140.5−100
16

) = P(1.22 ≤ Z ≤ 2.53)

= 0.9943− 0.8888 = 0.1055



Rozkßlady pr�obkowe

Rozwa
zmy populacj�e o pewnym rozkßladzie, np.

normalnym N(µ, σ) z parametrami µ i σ

dwupunktowym z parametrem p
(tzn. P(Y = 1) = p, P(Y = 0) = 1− p)

Wybieramy pr�ob�e o rozmiarze n z populacji otrzymuj�ac:

warto�sci y1, . . . , yn

ßl�aczn�a liczb�e sukces�ow y

Obliczamy estymatory:

ȳ = y1+···+yn
n oraz s =

√
(y1−ȳ)2+···+(yn−ȳ)2

n−1

p̂ = y
n

Gdy n jest du
ze, estymatory s�a na og�oßl bliskie parametrom.



Rozkßlady pr�obkowe

Jak bardzo estymatory mog�a r�o
zni�c si�e od prawdziwych

parametr�ow?

Co si�e stanie, gdy wylosujemy inn�a pr�ob�e?

Wyobra�zmy sobie, 
ze losujemy pr�ob�e wiele razy. Interesuje nas

rozkßlad wszystkich mo
zliwych do uzyskania warto�sci ȳ , s lub p̂.
Taki rozkßlad nazywamy rozkßladem pr�obkowym estymatora.



Estymator p̂

Przykßlad 6

Producent ocenia, 
ze 2% jego wyrob�ow jest wadliwych. Wyroby

pakowane s�a po 40 sztuk w jednym opakowaniu.

Y to liczba wadliwych rozkßlad�ow w losowo wybranej paczce ma

rozkßlad dwumianowy (rozkßlad Bernoulliego) z parametrami n = 40,

p = 0.02).
Niech p̂ = Y /40 to frakcja element�ow wadliwych.

P(p̂ = 0) = P(Y = 0) = 1 · (0.02)0 · (0.98)40 = 0.45

P(p̂ = 0.025) = P(Y = 1) = 40 · (0.02)1 · (0.98)39 = 0.36

P(p̂ = 0.050) = P(Y = 2) = 780 · (0.02)2 · (0.98)38 = 0.14

P(p̂ = 0.075) = P(Y = 3) = 9880 · (0.02)3 · (0.98)37 = 0.04

P(p̂ ≥ 0.1) = P(Y ≥ 4) = 0.01



Estymator p̂

Niech Y ma rozkßlad Bernoulliego (n, p). W�owczas:

µY = np oraz VarY = np(1− p)

Dla estymatora p̂ = Y /n mamy:

µp̂ =
np

n
= p oraz Var p̂ =

np(1− p)

n2
=

1

n
p(1− p)

np. dla p = 0.3 otrzymujemy:

P(0.25 ≤ p̂ ≤ 0.35) = 0.500 gdy n = 10

P(0.25 ≤ p̂ ≤ 0.35) = 0.535 gdy n = 20

P(0.25 ≤ p̂ ≤ 0.35) = 0.612 gdy n = 40

P(0.25 ≤ p̂ ≤ 0.35) = 0.728 gdy n = 80

P(0.25 ≤ p̂ ≤ 0.35) = 0.987 gdy n = 500



Pr�obkowanie

Dana jest pr�oba o rozmiarze n z populacji o rozkßladzie normalnym.

Obserwujemy �sredni�a pr�obkow�a ȳ . Jaki jest rozkßlad tych �srednich

przy wielokrotnym pr�obkowaniu?

Fakt 1

Suma zmiennych niezele
znych o rozkßladzie normalnym ma rozkßlad

normalny.

Fakt 2

Je�sli X ma rozkßlad normalny, to aX + b dla a 6= 0 te
z ma rozkßlad

normalny.

Wniosek

Je�sli Y ma rozkßlad normalny N(µ, σ), to rozkßlad pr�obkowy Ȳ jest

normalny N(µ, σ√
n

).



Centralne Twierdzenie Graniczne

Centralne Twierdzenie Graniczne

Je�sli Y1, . . . ,Yn to niezale
zne zmienne losowe o jednakowym

rozkßladzie i sko«czonej wariancji, to dla du
zego n zmienna losowa

Ȳ = 1

n (Y1 + ...Yn) ma rozkßlad bliski normalnemu.

je�sli rozkßlad Y jest normalny, to dla dowolnego n rozkßlad Ȳ
jest normalny;

je�sli rozkßlad Y jest w przybli
zeniu symetryczny i nie ma

�ci�e
zkich ogon�ow�, to n = 30 jest wystarczaj�aco du
ze.


