Dwie niezalezne préby

Cecha Y w populacji 1 ma rozktad N(u1,01).
Cecha Y w populacji 2 ma rozktad N(pg,02).

Jaka jest réznica miedzy srednimi w populacjach: p — po?




Dwie niezalezne préby

Badamy prébe o rozmiarze n; z populacji 1 otrzymujgc dane:

_ 51
e F SEp = —
VM
Badamy prébe o rozmiarze ny z populacji 2 otrzymujgc dane:
—_ 52
s, SE, = —
Y2, 2 2 \/E

Chcemy wyznaczy¢ PU dla 1 — po. Réznica srednich y; — ¥ jest
estymatorem p; — pp i bedzie srodkiem PU. Potrzebujemy jeszcze
wyznaczy¢ SE.



SE dla réznicy dwdch srednich

Istniejg dwa sposoby wyliczania SE dla réznicy dwéch srednich
1=y

@ nieusredniony lub nie tgczony (unpooled), ktéry bedziemy
stosowaé w wigkszosci wypadkéw,

@ usredniony lub fgczony (pooled), ktéry bedziemy stosowac
jedynie w sytuacji, gdy bedzie to wyraznie wymagane w
zadaniu.

W sytuacji gdy n; = n» obie metody dajg ten sam wynik.



SE dla réznicy dwdch srednich

Metoda zwykta (nie taczona)

Obliczamy SE dla kazdej préby z osobna:

SE, = L SE, = 2

a nastepnie nieusrednione SE:

(N)SE = 1/(SEL)? + (SE2)?




SE dla réznicy dwdch srednich

Metoda tgczona

Obliczamy sume kwadratéw odchylen dla obu préb:

55, = Z(YLI —)? 55, = Z(}Q,i -

usredniong wariancje:

, S5 +SS,
S

¢ m-+n—2

a nastepnie usrednione (taczone) SE:
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Dla préby rozmiaru n; = 15 z populacji 1 otrzymujemy y; = 75
oraz SS; = 600.

Dla préby rozmiaru ny = 10 z populacji 2 otrzymujemy y» = 55
oraz SS; = 300.

Obliczy¢ nieusrednione oraz usrednione SE dla y; — y».

Wyliczamy 51 = 6.55 oraz s, = 5.77. Wéwczas SE; = f =1.69
oraz SE; = W = 1.83. Stad:

(N)SE = \/(SEL)? + (SE2)? = 2.49

Dla metody tgczonej wyliczamy s. = ;?lsiﬁfs? = 6.26. Wéwczas:

(U)SE:sM/i—l—i 255
np




PU dla réznicy dwéch srednich

PU dla pojedynczej sredniej i na poziomie ufnosci (1 — «)
wyliczaliSmy nastepujgco:

y & to/»SE; = estymator + kwantyl - SE
PU dla réznicy dwéch srednich p11 — pp na poziomie ufnosci (1 — «)
(}71 - }72) + t(df)a/25E}71*)72
gdzie liczba stopni swobody wynosi:

(SE? + SE3)?
SE} SE3
ng — 1 ny — 1

df =

min{n; —1,mp — 1} < df < ny + ny — 2 (w przyblizonych
obliczeniach czesto stosujemy ny + np — 2)



Przyktad 1 c.d.

Dla préby rozmiaru n; = 15 z populacji 1 otrzymujemy y; = 75
oraz SS; = 600.

Dla préby rozmiaru ny = 10 z populacji 2 otrzymujemy y» = 55
oraz SS, = 300.

Skonstruuj 95% PU dla pu1 — po.

1 — ¥» =20, SE; = 1.69, SE, = 1.83.
(SE? + SEZ)?
SE} SE;

n — 1 ny — 1

df = =21.08

Stad (dla nieusrednionego SE) dostajemy przedziat ufnosci:
20 £ t(21)0.0252.49 = 20 £ 2.08 - 2.49 = 20 £ 5.18
Dla usrednionego SE dostajemy przedziat ufnosci

20 £ t(21)9.0252.55 = 20 +2.08 - 2.55 = 20 + 5.30



Przyktad 2

Poréwnujemy wzrost roslin hodowanych w réznych warunkach
oswietleniowych:

@ mocne oswietlenie: ny = 21, 3 = 24.6, SE; = 7.0
o stabe oswietlenie: n, =22, y» = 17.6, SE; = 5.0
Skonstruuj 95% PU dla 1 — po.

(N)SE = \/SE2 + SE2 = 8.6

(SEZ + SEZ)?
SE} SEy
nm — 1 ny — 1

df = = 36.6

Stad (dla nieusrednionego SE) dostajemy przedziat ufnosci:
7.0+ t(37)0.0258.6 =7.0+2.02-8.6 =7.0+17.4

Uwaga: PU to (—10.4,24.4), czyli zawiera zaréwno liczby dodatnie,
jak i ujemne.




Testowanie hipotez

Chcemy odpowiedzie¢ na pytanie naukowe dotyczace populacji w
oparciu o prébe (informacja fragmentaryczna), np.

@ Czy prawdopodobienstwo wyrzucenia orta wynosi % (tzn. czy
moneta jest uczciwa)?

@ Czy prawdopodobieristwo sukcesu w prébie Bernoulliego
wynosi pg (dla pewnej konkretnej wartosci pg)?

@ Czy srednia w populacji wynosi 277
@ Czy srednie wartosci cechy w obu populacjach s3 réwne?

@ Czy réznica miedzy srednimi w obu populacjach wynosi 17



Testowanie hipotez

Pytania dopuszczajg tylko odpowiedzi TAK lub NIE, ale dotyczg
catej populacji, do ktérej nie mamy dostepu. Nasza decyzja (w
oparciu o prébe) jest zagrozona btedem. Dlatego formutujemy
ostrozne odpowiedzi:

@ zamiast TAK, méwimy "w oparciu o badang prébe nie mozemy

wykluczy¢ postawionej hipotezy"

@ zamiast NIE, méwimy, "jest to mato prawdopodobne"
PézZniej wprowadzimy ilosciowy parametr usprawiedliwiania takich
decyzji (p-wartos¢).



Analogia: czujnik dymu

Czujnik dymu ma ostrzegac przed pozarem. Czujnik reaguje na
czastki dymu w powietrzu.
@ czujnik moze by¢ w dwéch stanach: CICHO lub GLOSNO
@ dom moze by¢ dwdch stanach: NIE MA POZARU lub JEST
POZAR
Na podstawie stanu czujnika dymu podejmujemy decyzje: CICHO -
zostajemy, GLOSNO — uciekamy.



Analogia: czujnik dymu

Sa dwie sytuacje prawidtowej reakcji i dwie sytuacje btednej reakgji:

o Na ogét NIE MA POZARU i czujnik jest CICHO, wiec
zostajemy (dobra decyzja).

o Czasami NIE MA POZARU, ale czujnik jest GLOSNO, wiec
uciekamy (btedna decyzja — strata czasu) — btad I-go rodzaju.

e Czasami JEST POZAR, ale czujnik jest CICHO, wiec
zostajemy (btedna decyzja — niebezpieczenstwo) — btad ll-go
rodzaju.

o Czasami JEST POZAR i czujnik jest GROSNO, wiec uciekamy
(dobra decyzja).



Hipoteza zerowa i hipoteza alternatywna

Stan podstawowy (NIE MA POZARU) nazywamy hipotezg zerowg i
oznaczamy Hyp. _
Drugi mozliwy stan (JEST POZAR) nazywamy hipotezg
alternatywng i oznaczamy Ha.
Decyzje zwykle opisujemy w odniesieniu do hipotezy zerowe] Hpy:

o decyzja ,uciekamy” jest odrzuceniem Hy,

@ decyzja ,zostajemy” odpowiada nieodrzuceniu Hp.

Decyzje podejmujemy w oparciu o zachowanie czujnika dymu,
ktérego role bedzie petni¢ statystyka testowa, czyli pewna wielkos¢
obliczona z préby.

Gdy czujnik jest GLOSNO, méwimy, ze wynik testu jest ,istotny”
(tzn. istotny wynik powoduje odrzucenie Hp).

Gdy czujnik jest CICHO, to wynik testu jest ,nieistotny” i nie
odrzucamy Hp.



Hipoteza zerowa i hipoteza alternatywna

@ Btad I-go rodzaju: odrzucamy Hp, pomimo ze jest prawdziwa
(uciekamy, cho¢ nie ma pozaru)

e Btad Il-go rodzaju: nie odrzucamy Hy, choé prawdziwa jest Hp
(zostajemy, cho€ jest pozar)
Czujnik dymu ma pewng ustalong czutos¢ (reaguje na okreslong
ilos¢ dymu). Jesli czujnik:
@ jest zbyt czuly, to czesto powoduje falszywe alarmy (btedy I-go
rodzaju),
@ jest nie dos¢ czuly, to nie bedzie sie wigczat, kiedy powinien
(btedy 1l-go rodzaju).
Zwickszajgc czutos¢ zmniejszamy prawdopodobienstwo btedu ll-go
rodzaju, ale zwiekszamy prawdopodobieristwo btedu |-go rodzaju.



Poziom istotnosci

Jak opisa¢ czutos¢ testu?

@ poziom istotnosci a to prawdopodobierstwo btedu I-go
rodzaju. Poziom istotnosci powinno sie ustali€¢ jeszcze przed
przeprowadzeniem eksperymentu.

e (3 — prawdopodobieristwo btedu ll-go rodzaju (zalezy np. od
wielkosci pozaru)



Hipoteza zerowa i alternatywna

Hipoteza zerowa Hy — np. =0, u3 = pp (tzn. pg — pp = 0)
Hipoteza alternatywna Ha — np. pu # 0, p1 # pp (tzn.

pi1 — pi2 # 0).

Aby kontrolowa¢ btad I-go rodzaju, trzeba zna¢ rozkiad statystyki
testowe] przy Hy.

UWAGA: Odrzucenie Hy oznacza, ze wierzymy w Hy.
Nieodrzucenie Hy oznacza, ze nie mamy dos¢ silnych dowodéw
przemawiajacych za Hy, ale nie oznacza udowodnienia prawdziwosci
Ho (tego na ogoét nie potrafimy zrobi¢ przy pomocy statystyki).



Przyktad

Zatézmy, ze mamy prébe z populacji o rozktadzie normalnym o
(nieznanej) sredniej . Chcemy przetestowac hipoteze Hp : =5
przeciw alternatywie Hy @ p # 5.

Konstruujemy PU dla p w oparciu o dane.
@ jesli PU nie zawiera 5, to odrzucimy Hy na rzecz Hp,

@ jesli PU zawiera 5, to oznacza, ze nie powinni$my odrzucaé
Hp; poniewaz PU zawiera takze wiele innych wartosci, nie
mamy dowodu, ze Hp jest prawdziwa



Przykiad c.d.

PU na poziomie (1 — «) jest dany wzorem
y=x ta/2SE

Aby sprawdzi¢, czy zawiera on wartos¢ b, nalezy sprawdzi¢ czy:

y—5
t=—— —t t,
S G( /25 a/2)

Jesli TAK, to statystyka t jest nieistotna i nie odrzucamy Hy.

Jesli NIE, to statystyka t jest istotna i odrzucamy Hp.

Zbiér (—00, —t,/2) U (ty/2,00) nazywamy obszarem krytycznym lub
obszarem odrzucen (jesli statystyka testowa znajdzie sie w obszarze
krytycznym, to odrzucamy Hp). Zauwazmy, ze postac statystyki
testowej zalezy od Hyp.

Statystyka testowa ys_—E" ma rozktgd Studenta z n — 1 stopniami
swobody.



Poziom istotnosci

Poziom istotnosci o = prawdopodobieristwo btedu I-rodzaju
(odrzucenie Hp, gdy jest prawdziwa, tzn. falszywy dodatni wynik
testu).

a wybieramy przed przystgpieniem do testowania (typowe wartosci
to 0.05, 0.01 lub 0.1). Wybdr o powinien zaleze¢ od konsekwencji
btedéw I-go i Il-go rodzaju.

Uwaga:

Rozwazalismy zbiér krytyczny (—o0, —t, /) U (ta/2,00), bo Ha
(1 # 5) jest symetryczna. GdybySmy byli zainteresowani
alternatywami jednostronnymi, np. Ha : @ <5, to obszar krytyczny
miatby postac (t, /2, o0).



