
Dwie niezale
zne pr�oby

Cecha Y w populacji 1 ma rozkßlad N(µ1, σ1).
Cecha Y w populacji 2 ma rozkßlad N(µ2, σ2).

Pytanie

Jaka jest r�o
znica mi�edzy �srednimi w populacjach: µ1 − µ2?



Dwie niezale
zne pr�oby

Badamy pr�ob�e o rozmiarze n1 z populacji 1 otrzymuj�ac dane:

ȳ1, s1, SE1 =
s1√
n1

Badamy pr�ob�e o rozmiarze n2 z populacji 2 otrzymuj�ac dane:

ȳ2, s2, SE2 =
s2√
n2

Chcemy wyznaczy�c PU dla µ1 − µ2. R�o
znica �srednich ȳ1 − ȳ2 jest

estymatorem µ1 − µ2 i b�edzie �srodkiem PU. Potrzebujemy jeszcze

wyznaczy�c SE.



SE dla r�o
znicy dw�och �srednich

Istniej�a dwa sposoby wyliczania SE dla r�o
znicy dw�och �srednich

ȳ1 − ȳ2:

nieu�sredniony lub nie ßl�aczony (unpooled), kt�ory b�edziemy

stosowa�c w wi�ekszo�sci wypadk�ow,

u�sredniony lub ßl�aczony (pooled), kt�ory b�edziemy stosowa�c

jedynie w sytuacji, gdy b�edzie to wyra�znie wymagane w

zadaniu.

W sytuacji gdy n1 = n2 obie metody daj�a ten sam wynik.



SE dla r�o
znicy dw�och �srednich

Metoda zwykßla (nie ßl�aczona)

Obliczamy SE dla ka
zdej pr�oby z osobna:

SE1 =
s1√
n1

SE2 =
s2√
n2

a nast�epnie nieu�srednione SE:

(N)SE =
√

(SE1)2 + (SE2)2



SE dla r�o
znicy dw�och �srednich

Metoda ßl�aczona

Obliczamy sum�e kwadrat�ow odchyle« dla obu pr�ob:

SS1 =
∑

(y1,i − ȳ1)2 SS1 =
∑

(y2,i − ȳ2)2

u�srednion�a wariancj�e:

s2c =
SS1 + SS2
n1 + n2 − 2

a nast�epnie u�srednione (ßl�aczone) SE:

(U)SE =

√
s2c

(
1

n1
+

1

n2

)
= sc

√
1

n1
+

1

n2



Przykßlad 1

Dla pr�oby rozmiaru n1 = 15 z populacji 1 otrzymujemy ȳ1 = 75

oraz SS1 = 600.

Dla pr�oby rozmiaru n2 = 10 z populacji 2 otrzymujemy ȳ2 = 55

oraz SS2 = 300.

Obliczy�c nieu�srednione oraz u�srednione SE dla ȳ1 − ȳ2.

Wyliczamy s1 = 6.55 oraz s2 = 5.77. W�owczas SE1 = s1√
n1

= 1.69

oraz SE2 = s2√
n2

= 1.83. St�ad:

(N)SE =
√

(SE1)2 + (SE2)2 = 2.49

Dla metody ßl�aczonej wyliczamy sc = SS1+SS2
n1+n2−2 = 6.26. W�owczas:

(U)SE = sc

√
1

n1
+

1

n2
= 2.55



PU dla r�o
znicy dw�och �srednich

PU dla pojedynczej �sredniej µ na poziomie ufno�sci (1− α)
wyliczali�smy nast�epuj�aco:

ȳ ± tα/2SEȳ = estymator± kwantyl · SE

PU dla r�o
znicy dw�och �srednich µ1 − µ2 na poziomie ufno�sci (1− α)

(ȳ1 − ȳ2)± t(df )α/2SEȳ1−ȳ2

gdzie liczba stopni swobody wynosi:

df =
(SE 2

1
+ SE 2

2
)2

SE 4

1

n1 − 1
+

SE 4

2

n2 − 1

min{n1 − 1, n2 − 1} ≤ df ≤ n1 + n2 − 2 (w przybli
zonych

obliczeniach cz�esto stosujemy n1 + n2 − 2)



Przykßlad 1 c.d.

Dla pr�oby rozmiaru n1 = 15 z populacji 1 otrzymujemy ȳ1 = 75

oraz SS1 = 600.

Dla pr�oby rozmiaru n2 = 10 z populacji 2 otrzymujemy ȳ2 = 55

oraz SS2 = 300.

Skonstruuj 95% PU dla µ1 − µ2.

ȳ1 − ȳ2 = 20, SE1 = 1.69, SE2 = 1.83.

df =
(SE 2

1
+ SE 2

2
)2

SE 4

1

n1 − 1
+

SE 4

2

n2 − 1

= 21.08

St�ad (dla nieu�srednionego SE) dostajemy przedziaßl ufno�sci:

20± t(21)0.0252.49 = 20± 2.08 · 2.49 = 20± 5.18

Dla u�srednionego SE dostajemy przedziaßl ufno�sci

20± t(21)0.0252.55 = 20± 2.08 · 2.55 = 20± 5.30



Przykßlad 2

Por�ownujemy wzrost ro�slin hodowanych w r�o
znych warunkach

o�swietleniowych:

mocne o�swietlenie: n1 = 21, ȳ1 = 24.6, SE1 = 7.0

sßlabe o�swietlenie: n2 = 22, ȳ2 = 17.6, SE2 = 5.0

Skonstruuj 95% PU dla µ1 − µ2.

(N)SE =
√
SE 2

1
+ SE 2

2
= 8.6

df =
(SE 2

1
+ SE 2

2
)2

SE 4

1

n1 − 1
+

SE 4

2

n2 − 1

= 36.6

St�ad (dla nieu�srednionego SE) dostajemy przedziaßl ufno�sci:

7.0± t(37)0.0258.6 = 7.0± 2.02 · 8.6 = 7.0± 17.4

Uwaga: PU to (−10.4, 24.4), czyli zawiera zar�owno liczby dodatnie,

jak i ujemne.



Testowanie hipotez

Chcemy odpowiedzie�c na pytanie naukowe dotycz�ace populacji w

oparciu o pr�ob�e (informacja fragmentaryczna), np.

Czy prawdopodobie«stwo wyrzucenia orßla wynosi 1

2
(tzn. czy

moneta jest uczciwa)?

Czy prawdopodobie«stwo sukcesu w pr�obie Bernoulliego

wynosi p0 (dla pewnej konkretnej warto�sci p0)?

Czy �srednia w populacji wynosi 27?

Czy �srednie warto�sci cechy w obu populacjach s�a r�owne?

Czy r�o
znica mi�edzy �srednimi w obu populacjach wynosi µ0?



Testowanie hipotez

Pytania dopuszczaj�a tylko odpowiedzi TAK lub NIE, ale dotycz�a

caßlej populacji, do kt�orej nie mamy dost�epu. Nasza decyzja (w

oparciu o pr�ob�e) jest zagro
zona bßl�edem. Dlatego formußlujemy

ostro
zne odpowiedzi:

zamiast TAK, m�owimy "w oparciu o badan�a pr�ob�e nie mo
zemy

wykluczy�c postawionej hipotezy"

zamiast NIE, m�owimy, "jest to maßlo prawdopodobne"

P�o�zniej wprowadzimy ilo�sciowy parametr usprawiedliwiania takich

decyzji (p-warto�s�c).



Analogia: czujnik dymu

Czujnik dymu ma ostrzega�c przed po
zarem. Czujnik reaguje na

cz�astki dymu w powietrzu.

czujnik mo
ze by�c w dw�och stanach: CICHO lub GßLO�SNO

dom mo
ze by�c dw�och stanach: NIE MA PO 
ZARU lub JEST

PO 
ZAR

Na podstawie stanu czujnika dymu podejmujemy decyzj�e: CICHO �

zostajemy, GßLO�SNO � uciekamy.



Analogia: czujnik dymu

S�a dwie sytuacje prawidßlowej reakcji i dwie sytuacje bßl�ednej reakcji:

Na og�oßl NIE MA PO 
ZARU i czujnik jest CICHO, wi�ec

zostajemy (dobra decyzja).

Czasami NIE MA PO 
ZARU, ale czujnik jest GßLO�SNO, wi�ec

uciekamy (bßl�edna decyzja � strata czasu) � bßl�ad I-go rodzaju.

Czasami JEST PO 
ZAR, ale czujnik jest CICHO, wi�ec

zostajemy (bßl�edna decyzja � niebezpiecze«stwo) � bßl�ad II-go

rodzaju.

Czasami JEST PO 
ZAR i czujnik jest GßLO�SNO, wi�ec uciekamy

(dobra decyzja).



Hipoteza zerowa i hipoteza alternatywna

Stan podstawowy (NIE MA PO 
ZARU) nazywamy hipotez�a zerow�a i

oznaczamy H0.

Drugi mo
zliwy stan (JEST PO 
ZAR) nazywamy hipotez�a

alternatywn�a i oznaczamy HA.

Decyzje zwykle opisujemy w odniesieniu do hipotezy zerowej H0:

decyzja �uciekamy� jest odrzuceniem H0,

decyzja �zostajemy� odpowiada nieodrzuceniu H0.

Decyzj�e podejmujemy w oparciu o zachowanie czujnika dymu,

kt�orego rol�e b�edzie peßlni�c statystyka testowa, czyli pewna wielko�s�c

obliczona z pr�oby.

Gdy czujnik jest GßLO�SNO, m�owimy, 
ze wynik testu jest �istotny�

(tzn. istotny wynik powoduje odrzucenie H0).

Gdy czujnik jest CICHO, to wynik testu jest �nieistotny� i nie

odrzucamy H0.



Hipoteza zerowa i hipoteza alternatywna

Bßl�ad I-go rodzaju: odrzucamy H0, pomimo 
ze jest prawdziwa

(uciekamy, cho�c nie ma po
zaru)

Bßl�ad II-go rodzaju: nie odrzucamy H0, cho�c prawdziwa jest HA

(zostajemy, cho�c jest po
zar)

Czujnik dymu ma pewn�a ustalon�a czußlo�s�c (reaguje na okre�slon�a

ilo�s�c dymu). Je�sli czujnik:

jest zbyt czußly, to cz�esto powoduje faßlszywe alarmy (bßl�edy I-go

rodzaju),

jest nie do�s�c czußly, to nie b�edzie si�e wßl�aczaßl, kiedy powinien

(bßl�edy II-go rodzaju).

Zwi�ekszaj�ac czußlo�s�c zmniejszamy prawdopodobie«stwo bßledu II-go

rodzaju, ale zwi�ekszamy prawdopodobie«stwo bßl�edu I-go rodzaju.



Poziom istotno�sci

Jak opisa�c czußlo�s�c testu?

poziom istotno�sci α to prawdopodobie«stwo bßl�edu I-go

rodzaju. Poziom istotno�sci powinno si�e ustali�c jeszcze przed

przeprowadzeniem eksperymentu.

β � prawdopodobie«stwo bßl�edu II-go rodzaju (zale
zy np. od

wielko�sci po
zaru)



Hipoteza zerowa i alternatywna

Hipoteza zerowa H0 � np. µ = 0, µ1 = µ2 (tzn. µ1 − µ2 = 0)

Hipoteza alternatywna HA � np. µ 6= 0, µ1 6= µ2 (tzn.

µ1 − µ2 6= 0).

Aby kontrolowa�c bßl�ad I-go rodzaju, trzeba zna�c rozkßlad statystyki

testowej przy H0.

UWAGA: Odrzucenie H0 oznacza, 
ze wierzymy w HA.

Nieodrzucenie H0 oznacza, 
ze nie mamy do�s�c silnych dowod�ow

przemawiaj�acych za HA, ale nie oznacza udowodnienia prawdziwo�sci

H0 (tego na og�oßl nie potra�my zrobi�c przy pomocy statystyki).



Przykßlad

Przykßlad

Zaßl�o
zmy, 
ze mamy pr�ob�e z populacji o rozkßladzie normalnym o

(nieznanej) �sredniej µ. Chcemy przetestowa�c hipotez�e H0 : µ = 5

przeciw alternatywie HA : µ 6= 5.

Konstruujemy PU dla µ w oparciu o dane.

je�sli PU nie zawiera 5, to odrzucimy H0 na rzecz HA,

je�sli PU zawiera 5, to oznacza, 
ze nie powinni�smy odrzuca�c

H0; poniewa
z PU zawiera tak
ze wiele innych warto�sci, nie

mamy dowodu, 
ze H0 jest prawdziwa



Przykßlad c.d.

PU na poziomie (1− α) jest dany wzorem

ȳ ± tα/2SE

Aby sprawdzi�c, czy zawiera on warto�s�c 5, nale
zy sprawdzi�c czy:

t =
ȳ − 5

SE
∈ (−tα/2, tα/2)

Je�sli TAK, to statystyka t jest nieistotna i nie odrzucamy H0.

Je�sli NIE, to statystyka t jest istotna i odrzucamy H0.

Zbi�or (−∞,−tα/2)∪ (tα/2,∞) nazywamy obszarem krytycznym lub

obszarem odrzuce« (je�sli statystyka testowa znajdzie si�e w obszarze

krytycznym, to odrzucamy H0). Zauwa
zmy, 
ze posta�c statystyki

testowej zale
zy od H0.

Statystyka testowa ȳ−µ
SE ma rozkßl�ad Studenta z n − 1 stopniami

swobody.



Poziom istotno�sci

Poziom istotno�sci α = prawdopodobie«stwo bßl�edu I-rodzaju

(odrzucenie H0, gdy jest prawdziwa, tzn. faßlszywy dodatni wynik

testu).

α wybieramy przed przyst�apieniem do testowania (typowe warto�sci

to 0.05, 0.01 lub 0.1). Wyb�or α powinien zale
ze�c od konsekwencji

bßl�ed�ow I-go i II-go rodzaju.

Uwaga:

Rozwa
zali�smy zbi�or krytyczny (−∞,−tα/2) ∪ (tα/2,∞), bo HA

(µ 6= 5) jest symetryczna. Gdyby�smy byli zainteresowani

alternatywami jednostronnymi, np. HA : µ < 5, to obszar krytyczny

miaßlby posta�c (tα/2,∞).


