Typowa reprezentacja sieci neuronowej
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https://www.researchgate.net/figure/Neural- Network- Representation fig2'370269724
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Typowa reprezentacja sieci neuronowej

Niech o: R — R — funkcja aktywacji (np. sigmoid, ReLU, tgh).
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Typowa reprezentacja sieci neuronowej
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y1 1= o(wiixq + wiaxo + wizxs + by).
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Typowa reprezentacja sieci neuronowej
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y2 1= o(wo1x1 + wooxo + wo3zx3 + bp).
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Typowa reprezentacja sieci neuronowej

()

y3 1= o(wsz1x1 + waaxo + wazxs + bz).
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Troche algebry liniowej

Razem:

y1 = O‘(W11X1 + wioXo + wi3x3 + bl),
y2 = o(woixy + warxa + Wa3x3 + by),
y3 = O’(W31X1 + W32Xo + W33X3 + b3).

Oznaczenie:

y1 = wiixt + wiaxo + wizxs + by,
Yo = Wo1X1 + Wooxo + wa3x3 + bo,
Y3 = W31X1 + W32X2 + W33X3 + bs.

Wiedy:
Y= U(y{),
Y2 = O-(yé)a
y3 = U(Yé)-
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Troche algebry liniowej

Macierzowo:
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Troche algebry liniowej

Przeksztatcenie afiniczne — ztozenie przeksztatcenia liniowego z translacja
(przesunigciem).

J

F(X)=AX + B.
XeR" Ae Mp«n(R),BeR™.
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Troche algebry liniowej

Sie¢ neuronowa F (wtasciwie: wielowarstwowy perceptron) to zatem ztozenie
przeksztatcen afinicznych ,,przeplatanych” z funkcjami aktywacji, to znaczy:

F=0,0F,0...0010F 0009 Fy,

gdzie o;: R* — R* to zwektoryzowane funkcje aktywacji, a F; to kompatybilne
przeksztatcenia afiniczne.

Dla konkretnego wejscia (wektora X), obliczenia zwigzane z wyznaczeniem wyjscia
(= F(X)) to gtéwnie ,czysta” algebra liniowa. Te obliczenia tatwo si¢ paralelizuja.
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Dygresja w dygresji: grafika 3D

Grafika 3D: w znacznej czesci algebra liniowa.
@ Elementy sceny 3D to wielosciany.
@ Gtéwny problem: narysowaé duzo wielo$cianéw uwzgledniajac perspektywe i ruch
kamery.

e Typowe rozwigzanie: kamera stoi w miejscu, przeksztatcamy reszte $wiata (obrét
$wiata wokot kamery zamiast obrotu kamery w $wiecie).

e Te transformacje (wielo$ciandw) to przeksztatcenia afiniczne.

“1;94

2015: wiecej écian

1980: mato $cian
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Dygresja w dygresji: grafika 3D

Pierwotnie obliczenia zwigzane z grafika 3D byty wykonywane przez CPU.

Lata '90: upowszechnienie GPU — wyspecjalizowane ukfady do (gtéwnie) obliczen
macierzowych.

e CPU: mato rdzeni (~kilkanascie) ogdlnego zastosowania.

e GPU: duzo rdzeni (tysigce); rdzenie s3 wyspecjalizowane, indywidualnie mato
wydajne, wykorzystujgce wysoka paralelizacje obliczen macierzowych.

@ Surowa moc obliczeniowa GPU i CPU (z podobnej ,,pétki”): ~10:1 na korzys¢
GPU.

GPU jest zoptymalizowane pod ,te same” obliczenia, co grafika 3D — stad
zastosowanie GPU w uczeniu maszynowym.

Druga potowa lat '10: TPU (tensor processing unit).
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Ekosystem ML

Woytrenowany model ML (w ujeciu matematycznym i nieco uproszczonym) to po
prostu funkcja.

,Surowe” dane opisujace wytrenowany model (zaktadamy tu sie¢ neuronowa):
@ Opis architektury modelu (rozmiary macierzy, definicje funkgji przejscia).
e Faktyczne wartosci wspétczynnikédw macierzy i biaséw (parametry).

@ Dla np. modeli jezykowych: zanurzenia tokenéw (por. Algebra liniowa 1 (Al), lista
4 |laboratoriéw).

@ Inne metadane.

Rézne standardowe formaty przechowywane danych (jako binarne bloby).

Silnik inferencyjny (w rozumieniu ML): software wykonujacy wytrenowany model.
taduje model (moze obstugiwaé wiele formatéw) i wydajnie wylicza wykonanie modelu
dla podanych danych wejéciowych; np. [Torch, Tensorflow,] ONNX, Llama, . ...
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Ekosystem ML

Typowy schemat aplikacji ML (i nie tylko ML):
@ Silnik inferencyjny z zatadowanym modelem.
o Interfejs (np. webowy).
o Kod ,sklejajacy” silnik z interfejsem.

Dzisiejszy ekosystem: duzy wybdr dostawcdw inferencji (hostujacych silniki i modele)
oraz interfejséw.

Przyktad na reszte wyktadu: Hugging Face. https://huggingface.co/
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