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ABsTRACT. Initially motivated by Hrushovski’s paper on definability patterns,
we obtain homeomorphisms between Ellis semigroups related to natural actions
of the automorphism groups of first order structures and certain collections
of types and Keisler measures. Thus, we can transfer the semigroup opera-
tion from these Ellis semigroups to the corresponding collections of types and
Keisler measures. By generalizing this transferred product, we obtain a new
convolution operation for invariant types and measures in arbitrary first-order
theories. We develop its general theory and prove several correspondence theo-
rems between idempotent measures and closed subgroups of the automorphism
group of a sufficiently large (so-called monster) model with respect to the rela-
tively definable topology. Via the affine sort construction, we demonstrate that
this new notion of convolution encodes the standard definable convolution op-
eration over definable groups.
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1. INTRODUCTION

1.1. Background. We introduce and develop a theory of random automorphisms!

and their convolution product over sufficiently big models of arbitrary first-order
theories. In the realm of logic, this theory has deep connections with definable con-
volution, but is also inherently connected to classical harmonic analysis, measured
group theory, and topological dynamics. We demonstrate that the spaces of random
automorphisms over combinatorially tame structures (e.g. stable, NIP) form well-
behaved semigroups and develop the theory of the relevant dynamics. While this
study is of intrinsic interest, it also lays the foundation for potential applications
and connections to the theory of random walks, particularly convolution random
walks. Model theory often finds its applications to other areas of mathematics by
examining specific mathematical structures through the lens of structurally signif-
icant subsets. In practice, this allows model theorists to construct tame definable
analogues of complex classical structures. In future work, we intend to further this
theory by constructing definable analogues to the Martin and Poisson boundaries —
objects that traditionally describe the behavior of random walks at infinity — as well
as a definable analogue of harmonic analysis. This paper serves as a foundational
first step towards these broader goals.

Keisler measures are finitely additive probability measures on definable sets or,
equivalently, regular Borel probability measures on the corresponding spaces of
types. They were introduced by Keisler in [Kei87] and have played a major role

1Here, the term random automorphism corresponds to certain measures over certain type
spaces which allow one to coherently randomly sample automorphisms (with respect to the Morley
product). This naming convention is similar to the one used for Invariant Random Subgroups
(IRSs) where the adjective random implies that the object of interest is a measure.



in model theory and its applications since their appearance in the proof of Pillay’s
conjecture in [HPPOS]. For example, see [HP11; HPS13; CS18; BYJK09; Hrul2;
MW15; HKP20; HKP22; CGH23a; CGH23b|. In particular, deep results were
obtained for definably amenable groups, i.e., definable groups admitting a left in-
variant Keisler measure (e.g. see [HP11; CS18]). In [HKP20] and earlier in [KP19;
KNS19], some ideas and theorems around definable amenability were adapted to the
context of arbitrary theories, where one does not have any definable group around
and amenability concerns the group of automorphisms of a sufficiently saturated
model of the theory in question.

Keisler measures are strongly related to topological dynamics in model theory.
Methods from topological dynamics were introduced to model theory by Newelski
in [New09; New12]. Since then the topic has been broadened and deepened by many
authors, e.g. see [Pill3; CS18; KP17; BYT16; KNS19; KPR18]. This led not only
to essentially new results in model theory (e.g. on the complexity of strong types
in [KPR18; KR20]) but also to applications to additive combinatorics in [KP23].
Important interactions between Keisler measures and topological dynamics were
studied in [CS18; HKP20; HKP22|. Topological dynamics also plays an essential
role in the theory of the definable convolution product developed in [CG22; CG23;
CGK24]. This theory of convolution treats classification of idempotents as one of
its central problems. We remark that the convolution product of Keisler measures
on a definable group is a natural counterpart of the classical convolution product
of regular Borel probability measures on a locally compact group (which is recalled
below).

In this paper, we define a variant of the convolution product for global Borel-
definable Keisler measures over arbitrary first-order theories and develop a theory
of this product. Then, via the “adding an affine sort” construction, we note that our
various results imply the corresponding results already known for definable groups.
In fact, our convolution product generalizes the one in the definable group setting,
and our results actually generalize important fragments of the theory developed
in [CG22; CG23; CGK24] from the context of definable groups to the context of
arbitrary first-order theories. This is consistent with the general phenomenon that
various aspects of the model theory of definable groups can be adapted to the
context of arbitrary theories where the automorphism groups of their sufficiently
saturated models are playing the role of definable groups. In some situations, gen-
eralizing aspects of the theory of definable groups to automorphism groups is quite
straightforward, but in other situations even formulating the correct definitions and
statements in the automorphism group context is a nontrivial task.

1.2. New convolution product. Let us recall the classical version of the convo-
lution product of measures. If G is a locally compact group and M(G) is the space
of regular Borel probability measures on G, one extends group multiplication on G
to convolution x on M(G): if u,v € M(G) and B is a Borel subset of G, then

(4> 1)(B) = /G /G 15 - y)du(z)du(y).

In [CG22; CG23; CGK24], a counterpart of the above product was defined and
studied for Keisler measures on definable groups. In this paper, we develop a
convolution product for Keisler measures over arbitrary theories. This new product
is natural but not so obvious; we give an intuitive explanation below.
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Let M be a strongly Ng-homogeneous first-order structure and let € = M be a
monster model, i.e. a k-saturated and strongly k-homogeneous elementary exten-
sion of M for a strong limit cardinal x > |M|+ |L|, where L is the language of M.
(For many purposes, it is enough to assume that € = M is just |M|"-saturated
and strongly |M|*-homogeneous.) Let m be an enumeration of M and S (¢, M)
be the space of complete types over € which both concentrate on tp(m/0) and are
finitely satisfiable in M. Let Z be a tuple of variables corresponding to m.

The starting point for us was Proposition 3.14 of [Hrul9|, which yields a cor-
respondence (if fact, a homeomorhism) between the semigroup of endomorphisms
of Sz(M) with respect to the so-called “definability patterns structure” and the
space S (¢, M). This allows one to induce a left topological semigroup structure
on S (&, M). Restricting the domain of Hrushovski’s correspondence to the Ellis
semigroup of the flow (Sz(M), Aut(M)), we computed that the target of the cor-
respondence becomes the space of all types p € S (€) such that for every formula
©(Z;b) € p there exists @ € M* with @ = m and = ¢(a;b). We call such types
strongly finitely satisfiable (or sfs) in M and denote them by SS(¢, M).

A natural next step was to extend this restricted correspondence to the con-
text of measures. So let 95(€, M) be the space of Keisler measures over € such
that the support of the measure is contained in S$(¢&, M). The first main result
of this paper yields, under NIP, a correspondence between the Ellis semigroup of
the flow (Mz (M), conv(Aut(M)) (where conv(Aut(M)) denotes the convex hull of
Aut(M)) and the space MSS(¢, M). In fact, we obtain such correspondence not
only for Aut(M) but also for suitable subgroups of Aut(M) (see the beginning of
Subsection 4.1) and the corresponding subspaces of 95(¢, M). Our correspon-
dence restricted to the Ellis semigroup of the flow (Sz(M), Aut(M)) coincides with
the restricted Hrushovski’s correspondence on types mentioned in the previous para-
graph. Using our correspondence, we induce a left continuous semigroup operation
* on (¢, M) (cf. Definition 4.13) which can be given explicitly in terms of
integrals (cf. Proposition 4.20 and Definition 4.21); the operation x restricted to
types can be given by an explicit formula (cf. Proposition 4.29). We often refer to
this convolution product simply as the x-product.

Next, we generalize the x-product to global M-invariant Keisler measures which
are Borel-definable over M, without the assumption that M is strongly Ry-homogeneous
(cf. Definition 4.21). The main context of interest is NIP, in which case a result
by Hrushovki and Pillay demonstrates that all global M-invariant Keisler measures
are Borel-definable over M, making harmonic analysis in this setting feasible. We
show that the x-product is affine in each coordinate, and left continuous under
NIP. However, due to the local nature of the definition, proving associativity of the
x-product is a very non-trivial task. The following question remains open.

Question 1.1. Is x associative in NIP theories?

While this question is left open in full generality, we give positive answers for large
classes of measures. In particular, the convolution product is associative on:

(1) Siv(e, M), i.e. complete types over € concentrated on tp(im /@) which are
invariant over M (even without NIP and without any definability assump-
tions on the types in question);

(2) Mdef(¢, M), i.e. Keisler measures over € concentrated on tp(m/@) which
are definable over M (with no NIP assumption);
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(3) M (¢, M), i.e. Keisler measures over € concentrated on tp(im /() which
are finitely satisfiable in M (under NIP); note that this space contains
M (¢, M) considered above;

(4) the entire MMZV(¢, M) when T and M are countable (under NIP), i.e. the
space of Keisler measures over € concentrated on tp(m/0) and invariant
over M.

One could try to extend Hrushovski’s definability patterns approach from types
to measures. In particular, one can hope to reprove item (3) above via a Hrushovski-
style correspondence between the semigroup of endomorphisms with respect to a
suitably defined definability patterns structure on 9z (M) and the space I (&, M),
and then try to extend it to MV(€, M) in place of M (¢, M) by adjusting the
definability patterns structure. However, in this paper we decided to focus on con-
volution products and postpone developing the theory of definability patterns for
measures to a future paper.

One argument that our notion of convolution product is natural is the afore-
mentioned correspondence for sfs measures through which the obtained semigroup
(M55, M), ) is isomorphic to the Ellis semigroup of the corresponding flow. An-
other point is that elaborating on the “adding an affine sort” construction, we can
recover the various results from [CG22; CG23; CGK24] about the convolution prod-
uct of Keisler measures on definable groups from the corresponding results for our
convolution product (cf. Section 5).

To summarize, in the first part of the paper we develop the basic theory of the
convolution product of invariant Keisler measures.

1.3. Correspondence for idempotent measures. In the second part of the
paper, our main goal is to classify idempotent (in the sense of our convolution
product) frequency interpretation measures (in short fim; see Definition 2.12) in the
most general possible settings. A measure p is idempotent if p* p = p. A classical
line of work established a correspondence between compact subgroups of a locally
compact group G and idempotent measures in M(G), in progressively broader
contexts [KI40; Wen54; Rud59; Gli59; Coh60] culminating in the following:

Fact 1.2. [Pym62, Theorem A.4.1] Let G be a locally compact group and u €
M(G). Then the following are equivalent:
(1) w is idempotent;
(2) the support supp(u) of p is a compact subgroup of G and plsupp(u) s the
normalized Haar measure on supp(p).

One of the main motivating problems in [CG22; CG23; CGK24| was the following
counterpart of the above result for definable groups. By 93 (¢, M), we denote the
space of Keisler measures over € concentrated on G and invariant over M.

Conjecture 1.3. Let G = G(€) be a definable group and p € MEV(C, M) be fim
over M. We know that then the right stabilizer Stab(u) of p is type-definable over
M. Then the following are conjectured to be equivalent:

(1) p is idempotent (with respect to definable convolution);

(2) p is the unique right G-invariant (equivalently, the unique left G-invariant)

Keisler measure concentrated on Stab(u).

In particular, there is a correspondence between idempotent fim measures in smig;v (¢, M)
and type-definable over M fim subgroups of G(€).
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In [CG22; CG23; CGK24|, this conjecture was confirmed in several interesting
situations: G is definable in a stable theory; G is definable in a NIP theory and the
idempotent measure in question is G°-invariant; G abelian; u is a type and the
ambient theory is rosy; u is a stable type.

In the present paper, we formulate a generalization of the above conjecture to the
context of theories (with no definable group involved). In the context of theories,
type-definable subgroups of the monster model are replaced with relatively type-
definable subgroups of the automorphism group. Both here and in the whole paper,
relatively type-definable subsets of Aut(¢) play a key role. They were defined in
[HKP20], extending the notion of relatively definable subsets of Aut(€) defined in
[KPR18]. Recall that for a short tuple @ in €, a relatively a-type-definable over B
subset of Aut(€) is a subset of the form {o € Aut(¢) : |= 7m(o(a);b)} for some
partial type 7(Z; §) without parameters and a short tuple b in B. Here, we consider
the case of B = M and a = m an enumeration of M, and our main focus lies on
the relatively m-type-definable over M subgroups of Aut(€), i.e. on the subgroups
of the form

Gre ={o € Aut(€) : [=m(o(m);m)}
(where without loss of generality the partial type 7(Z;g) contains “Z =y 3”). Such
groups are precisely the closed subgroups of Aut(€) in the relatively definable over
M topology (see the paragraph after Definition 2.18).

By E)ﬁif(‘%;m) (¢, M) we denote the space of global Keisler measures which are
invariant over M and concentrated on 7(Z;m). Note that Aut(€) acts naturally
on the left on Mz () and we show that the stabilizer Stab(u) is relatively m-type-
definable over M for any pu € MIe(¢, M) (cf. Lemma 2.26). For the notion of a
fim relatively type-definable subgroup of Aut(€) see Definition 2.24. Now, we have
all ingredients needed to formulate our main conjecture:

Conjecture (A). Let u € 9IV(€, M) be fim over M. We know that Stab(u) =
Gr,¢ for some partial type 7(Z;9) F Z =p y. Then it is conjectured that the
following conditions are equivalent:

(1) p is an idempotent (with respect to the new convolution product);

(2) p is the unique (left) G ¢-invariant measure in imi;l(‘%;m) (¢, M).
In particular, there is a correspondence between idempotent fim measures in 91V (€, M)
and relatively m-type-definable over M fim subgroups of Aut(¢).

In this paper, we prove the above conjecture in all situations in which Conjecture
1.3 was proved, except the abelian case (note that groups of automorphisms are
typically nonabelian).

The main result of the second part of the paper is Corollary 8.25, i.e. confir-
mation of Conjecture (A) for stable theories. This requires proving a counterpart
for stable theories of a theorem of Newelski on stable groups [New89, Theorem
2.3]. Namely, we prove Theorem 7.25 in which, roughly speaking, we describe
the smallest relatively m-type-definable over M subgroup of Aut(€) containing a
given relatively m-invariant over M subset of Aut(€) (i.e. a subset of the form
{0 € Aut(€) : tp(o(m)/M)) € P} for some P C Sz(M)). This in turn requires
developing a counterpart of some fundamentals of stable group theory for the group
of automorphisms of a monster model of any stable theory. Having Theorem 7.25
among the main tools, it still requires quite a lot of work to prove Conjecture (A)
for stable theories.



Elaborating on the “adding an affine sort” construction, we show that Conjecture
(A) implies Conjecture 1.3. So our results confirming Conjecture (A) in the various
situations imply the corresponding results from [CG22; CG23; CGK24].

1.4. Structure of text. In the preliminaries, Section 2, we recall the relevant
definitions and facts concerning Keisler measures and relatively type-definable sub-
sets of Aut(€). In particular, we observe that the stabilizer of any global Keisler
measure definable over M is relative m-type-definable over M, and an analogous
statement for invariant measures. We also introduce the notion of generically stable
and fim relatively type-definable subgroups of Aut(€).

In Section 3, using approximation of measures by types in NIP theories, we show
in several situations that the restriction maps from Ellis semigroups of some flows
of measures to the corresponding spaces of types are injective or even homeomor-
phisms. This will be important for transfering the product from the Ellis semigroup
to the appropriate space of types in Section 4.

Section 4 is one of the main parts of the paper. Here, we establish the afore-
mentioned correspondence (homeomorphism) for NIP theories between the Ellis
semigroup of the flow (90z (M), conv(Aut(M))) and the space 95 (&, M), which in-
duces a left topological semigroup structure on M (€, M) (in Subsection 4.1). We
then extend the definition of our product to a very wide class of global M-invariant
Keisler measures, showing that it yields left topological semigroup structures on
important subspaces of 9U1V(€, M) (in Subsection 4.2).

In Section 5, we elaborate on the “adding an affine sort” construction. We es-
sentially show that if we are given a definable subgroup G in a structure M, then
we may construct a new structure M so that the group G(€) lives in a particular
relatively type-definable subgroup of the group of automorphisms of € = M in such
a way that there are homeomorphisms between the spaces of auxiliary objects (i.e.,
the relevant spaces of types and measures). Since both spaces admit a convolution
product, we show that they are isomorphic as topological semigroups (for measures
under the assumption of NIP). This connection allows us to deduce the results for
definable groups from the corresponding results that we prove for general theories.

Besides defining and analyzing fundamental properties of the convolution prod-
uct, the second main contribution of this paper is, starting from Section 6, focused
around classification of idempotent fim measures (including idempotent generically
stable types as a special case).

In Subsection 6.2, we study fim relatively type-definable subgroups of Aut(¢).
We observe that the implication (2) = (1) in Conjecture (A) always holds, and
then we show uniqueness in the second point of Conjecture (A), i.e. uniqueness
of left invariant measures in some general contexts, e.g. in all NIP theories. In
Subsection 6.3, we observe that the appropriate proofs from [CGK24| can be easily
adapted to show Conjecture (A) for types in rosy theories and for stable types.
In Subsection 6.4, we prove Conjecture (A) in NIP theories for measures which
are additionally invariant under the Kim-Pillay strong automorphisms (moreover,
under this assumption, one can drop the assumption that the measure is fim, but
then uniqueness in item (2) of Conjecture (A) should also be removed). This result
again implies the corresponding result for definable groups.

In Section 7, we first develop an analog of basic stable group theory for the group
of automorphisms of the monster model € of any stable theory. Then, working in
the developed context, we prove Theorem 7.25, a counterpart of [New89, Theorem
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2.3]. This theorem may have many interesting applications, e.g. in the spirit of the
results from [New89]. In this paper, we apply Theorem 7.25 to prove Conjecture
(A) for stable theories, which is done in Subsection 8.3. In earlier subsections of
Section 8, we prove some preparatory results. In particular, we show a strong
uniqueness result for left or right invariant Keisler measures in stable theories.

1.5. Acknowledgments. We would like to thank Ludomir Newelski for correcting
the proof of Theorem 2.3 from [New89].

2. PRELIMINARIES

2.1. Miscellaneous. In this paper, compact spaces are Hausdorff by definition. If
r,s,€ € R with € > 0, we write r ~, s to mean |r — s| < e.

Definition 2.1. If V is a real vector space and X C V, we let conv(X) be the
collection of finite convex combinations of elements from X, i.e.,

conv(X) := Zrixi :n € Nxqy,1; € [0, 1],27’1- =lz,eX

i<n i<n

In general if X is a compact space, we let M(X) denote the space of regular Borel
probability measures on X. We recall that M(X) is a subset of a Banach space,
namely the space of all signed regular Borel probability measures on X. Thus it
makes sense to discuss conv(Y) when Y C M(X). If x € X, we let d, denote the
Dirac measure at x, i.e. 6,(B) =1 if and only if z € B.

If X and Y are compact spaces, f : X — Y is a continuous map, and u € M(X),
then the pushforward of p, denoted fi (1), is an element of M(Y") such that for any
Borel set B, [.(11)(B) = u(f1[B)).

2.2. Ellis semigroups. We recall some basic conventions related to Ellis semi-
groups. For more details consult [Aus88|. We remark that we are interested in Ellis
semigroups of families of maps which are not necessary homeomorphisms.

Let (X,S,7) be a triple where X is a compact (Hausdorff) space, S is a semi-
group, and 7 is an action of S on X by continuous maps, i.e., the map 7: SxX — X
is a semigroup action and for each s € S, m(s,—): X — X is a continuous map
(note that we do not require 7 to be jointly continuous). Typically, we will write
(X, S,7) as (X, .S) when the action 7 is understood. One can consider the composi-
tion semigroup ({m(s,—): s € S},0}) as a subset of XX. If we equip X with the
standard product topology (also known as the topology of pointwise convergence),
then the Ellis semigroup of the action (X, .S, 7) is precisely the topological closure
of {m(s,—): s € S} in XX. It is a compact left topological semigroup (i.e., o is left
continuous), which will be denoted by E(X, S).

In this paper, we will often be concerned with affine actions on spaces of mea-
sures. Suppose that G is a (discrete) group which acts on a compact Hausdorff
space X by homeomorphisms via 7. We embed G in the Banach space of measures
on P(G) via g — 64 and let

conv(G) = conv ({dy : g € G}).

In practice, we often identify J, with ¢ in this setting. The action of G extends to
an action on M(X) via the pushforward operation. Moreover, this action extends



linearly from G to an action 7: conv(G) x M(X) — M(X) given by

T (Z Ti(sfh‘h“‘) = Zri(ﬂ'gi)*(ﬂ),

i=1 i=1
where 7y, (—) := 7m(g;, —). We are often interested in E(M(X), conv(G), ).

2.3. Types and Keisler measures. We recall some basic notation and fix some
model-theoretic conventions. Throughout the text, we let £ be a language and T be
a complete first-order L-theory with infinite models. We let € be a monster model
of T, i.e., € is k-saturated and strongly x-homoegeneous for some large enough k.
A small subset of € is a subset of cardinality less than x; a short tuple is a tuple of
length less than k. We use the symbols x, ¥y, z to denote singletons of variables and
use T, ¥,z to denote short tuples of variables. We emphasize that these tuples are
possibly infinite. If Z is a tuple of variables and A is a subset of €, then an Lz (A)-
formula is a formula whose free variables are among Z and whose parameters are
from A. We often write Lz (A)-formulas like ‘©(Z;a)’, even though formally, there
are only finitely many free variables occurring in ¢(z;a). An Lz-formula is an
Lz(0)-formula, and when there is no possibility of confusion, we simply use the
term L-formula. For any subset A C €, we let Sz(A) denote the space of types
in variables T over parameters from A. A Keisler measure (in variables Z over
parameters from A) is a finitely additive probability measure on the A-definable
subsets of €. Equivalently, a Keisler measure is a finitely additive probability
measure on Lz(A) modulo logical equivalence, i.e., a Keisler measure gives the
same value to formulas which define the same subsets of the monster. We identify
definable sets with the formulas which define them. We let 9iz(A) denote the
space of Keisler measures in variables Z over parameters from A. We remark that
there is a one-to-one correspondence between 9tz (A) and regular Borel probability
measures on Sz(A), namely M(Sz(A)). We often freely identify a Keisler measure
with its corresponding regular Borel probability measure.

We let M denote a small elementary submodel of € and let M < N < €. For
any such N, we let Aut(N) denote the automorphism group of N. Throughout
this article, we will mostly be concerned with Aut(€), but here we make some more
general statements. The group Aut(N) naturally acts on Sz(N) by permuting
parameters, i.e., if o € Aut(N) and p € Sz(N), then o - p = {¢o(%;0(b)) : p(z;b) €
p}. This group action can be naturally extended to an action on the space of
Keisler measures Mz (N) by considering the pushforward of each automorphism.
More explicitly, for any o € Aut(N) and p € Mz(N), we let 0 - p := o.(p). In
other words, for any Lz(N)-formula ¢(Z;7),

(o - 1) (lp(@;n)]) = p(le@; 07" (7).
For p € Mz (N) we consider the stabilizer
Stab(u) := {0 € Aut(N) : 0 - u= pu}.

Furthermore, as described in Subsection 2.2, we may also consider the action of
conv(Aut(N)) on Mz(N) by extending the action linearly. More explicitly, if
Y i<n Ti0o, € conv(Aut(N)), u € Mz(N), and ¢(z;b) is a Lz(N)-formula, then

D o ribos | | ((@0) =Y ranle(@5 07 (D))

i<n i<n
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As convention, if o € Aut(N) and A € conv(Aut(N)), we may also write o - u as
o(p) or A+ as A(u) without confusion.

The topology on Mz (N) is the induced topology from the space [0,1]%#(N) en-
dowed with the product topology. A basic open set is of the form,

m{ﬂ €EMz(N) =7 < pu(pi(®)) < s}

where 71,....,70,581,....,8, are real numbers and 1(Z),...,¢,(T) are Lz(N)-
formulas.

We now recall some basic definitions and properties about Keisler measures.
Almost all of the following definitions were originally defined for types and extended
to the context of measures.

Definition 2.2. Let p € MMz(¢) and M =< € be small. We emphasize that the
tuple Z is possibly infinite.

(1) The measure y is M-invariant if for every L-formula ¢(Z; %), for any a,b €
@¥ such that @ =y, b we have that u(¢(7;a)) = u(p(z;b)). We let MY (¢, M)
be the collection of measures in Mz (€) which are M-invariant. We recall
that this set is a closed subset of Mz ().

(2) Let p € MV (¢, M). Then for any L£(M)-formula o(Z;7), we define the
map F7 )+ Sg(M) — [0,1] via F7,/(q) = w(p(z;b)) where b = q. We
remark that this map is well-defined since p is M-invariant.

(3) Let u € M(¢, M). We say that y is Borel-definable (over M) if for every
L-formula ¢(Z;y), the map F;fM is a Borel function.

(4) Let p € 9MIV(¢, M). We say that u is definable (over M) if for every L-
formula ¢(Z; §), the map FlfM is a continuous function. We let Mdef (¢, M)
denote the collection of global measures which are M-definable.

(5) Let u € MBV(€, M). We say that y is finitely satisfiable over M if for every
L(€)-formula ¢(Z; b), if u(¢(Z; b)) > 0, then there exists some a € M7 such
that € |= ¢(a;b). We let 9B (€, M) be the collection of measures in 9z (&)
which are finitely satisfiable in M. We recall that this set is a closed subset
of Mz ().

(6) Let p € MIV(€, M) and v € My(€). Suppose that u is Borel-definable.
We define the Morley product of p with v, denoted p ® v, as follows: For
any L(€)-formula ¢(Z;7), we have that

iz @)@ a) = [ FECHdvgla,

Sy(Mo)
where My is any small model containing M and all the parameters occurring
in ¢. The measure v|yy, is the regular Borel probability measure on Sj (M)
corresponding to the restriction of v to L5(My). We remark that this
product is well-defined. In practice, we often drop th(e ]\)40 from the notation
FP@T

when there is no possibility of confusion, e.g. is used instead of

F /j (A:fjoy) and v is used instead of v|p;,. We will also sometimes write uz as p
and vy as v again when there is no possibility of confusion. As convention,
we will often use the order of the variables in the formula to encode whether
or not the function Fff(j;g) is a fiber function in Z or §. Namely, Fff(i;g)

implies that u is a measure in variables Z. We will often write F}, )
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(which implies that p is in variables ), where ¢°PP(g;Z) is the formula
©(Z;y) but with switched roles of variables.
(7) If u € MBV(C, M) is a Borel-definable Keisler measure, then we define the
iterated Morley products as follows:
() 1) = pz.
+1
(b) M;(f:?,..‘,)inﬂ = Uz @ UEy,. T
() u) =Un_y ),

Remark 2.3. Suppose that u € MPV(&, M), p is Borel-definable over M, v and
v’ are measures in 9;(€) such that v|yr = v'|yr and p(7;7, Z) is an Lz 5 >-formula.
Then for any b € M~*, it follows that

(n @ v)(p(E:9,) = (n @ v)(0(Z;9,0)).
Therefore, if 1 is as above and vy is a measure in M5 (M), we can define the Morley
product of p and vy as a measure in Mz 5(M) via,

(n @ vo)(p(7;9,0)) == (n @ v)((Z;9,0)),
where v is any global extension of 1.
Remark 2.4. Let p be a type in Sz(€). We say that p is invariant over M [de-
finable over M, Borel-definable over M, finitely satisfiable in M] if and only if the
corresponding Dirac measure §, has such property over M. We use SV (€, M) and

Si(¢, M) to denote the space of global M-invariant types and the space of global
types which are finitely satisfiable in M, respectively.

Remark 2.5. The Morley product for types is more general than the Morley
product for measures. If p € SI(€, M) and ¢ € Sy(€) are any types, then a

formula ¢(Z;7,b) € p® q if and only if ¢(Z;a,b) € p where @ = q| ;5. A variant of
Remark 2.3 applies as well.

Definition 2.6. Suppose that p € Sg“’(@i, M) and ¢(Z;y) is an L-formula. Then
we let the definition of p be denoted as,

d? = {be & : p(b;y) € p}.
We remark that when p is Borel-definable over M, then the set
DY v = {q € Sz(M) : there exists b € €7 such that b = ¢ and (b;9) € p}
is a Borel subset of Sz(M).
We now define average measures as well as the support of a measure.

Definition 2.7. Suppose that A C € and let p = (p1,...,pr) be a sequence of
types in Sz(A). The average measure Av(p) in Mz (A) is given by

_fi<k:p@ ep)]

AV(E) (6(@)) A
for any Lz(A)-formula ¢(Z). If p1,...,pr are realized types, say p; = tp(a;/A)
where a; € Al®l, we often write Av(p) = Av(a) for @ := (ay,...,ax).

Definition 2.8. Suppose that A C € and p € Mz(A). We let supp(p) denote the
support of p. In other words,

supp(p) := {p € Sz(A4) : u(p(x)) > 0 for all p(z) € p}.
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We remark that for any Keisler measure p, the support supp(p) is always a
non-empty closed subset of Sz(A).

The general theory of Keisler measures in the NIP context is well understood.
The following facts are some general results concerning measures and the Morley
product in NIP theories.

Fact 2.9. Suppose that T is NIP and p € Mz(C).
(1) Then p € IMDV(E, M) if and only if u is Borel-definable over M (see [HP11,
Corollary 4.9]).
(2) For any finitely many L-formulas ©1(Z;7), ..., on(T;9) and € > 0, there
exist types p = (p1,...,pt) in supp(u) such that for every k <n
sup ln(on (b)) — Av(p) (0r(2:0))] <e.
cey
(Forn =1 this is [Sim15, Proposition 7.11]; for bigger n one can construct
a single formula o(Z;§') whose instances are (up to equivalence) precisely
all instances of the formulas ©1(Z, ), ..., on(Z,y), and use the casen =1.)
(3) Fiz v € MMI(C, M). Then the map — @ vy : MV (C, M) — ME¥ (&, M) is
continuous (see [CG22, Theorem 6.5]).
(4) The Morley product is associative on triples of invariant measures (see
[CG21, Theorem 2.2]).
(5) Without the NIP assumption, the Morley product is associative on triples
of definable measures (see [CG20, Proposition 2.6]).

The term invariantly supported measure comes from [CG22|. The following is
essentially Lemma 2.10 from [CG22], but the result is really just a reformulation of
a theorem of Hrushovski and Pillay.

Fact 2.10. Suppose that T is NIP. Let u € Mz(€). Then p is M-invariant if
and only if p is invariantly supported over M, i.e., for every p € supp(u), p is
M -invariant.

The following fact is standard and follows directly from the definitions.

Fact 2.11. Let p € MMIY(&, M). The following are equivalent:
(1) w is M-definable.
(2) For any L-formula o(Z;y) and any closed subset C of [0,1], the set
{be @ ulp(z:b)) € Ch,
is an M-type definable subset of €Y.
We now come to the class of fim measures. This class of Keisler measures, which
were identified by Hrushovski, Pillay, and Simon in [HPS13], are quite important

(in this paper as well as elsewhere). They are the tamest kind of Keisler measures
and are often useful in applications.

Definition 2.12. Let pu € MM (¢, M) be Borel-definable. We say that yu is a
fim measure over M (a frequency interpretation measure over M) if for any fi-
nite ' C Z and L-formula o(Z';y) there exists a sequence of L£(M)-formulas
(0n(Z1, ..., %Tn))1<n<w such that |Z;| = |Z'| and:
(1) for any e > 0, there exists some integer n. such that for every n > n. and
every a = (ai,...,a,) € €@ with |= 6, (a) we have

sup |Av(a@)(p(z';b)) — u(e(':0))| < e,
beev
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(2) limpoo ™ (0 (21, ..., 20)) = 1.
We say that a fim measure u € OV (&, M) is super-fim over M if (™) is fim for
every n > 1.

It is easy to check that a fim measure over M is definable over M. Fim has
an analogue for types. The property is called generic stability and was defined
originally by Pillay and Tanovié¢ [PT11]. See [CG20, Proposition 3.2] for a proof of
the equivalences.

Definition 2.13. Suppose that p € SiV(€, M). We say that p is generically stable
over M if any of the following equivalent conditions hold:

(1) For any Morley sequence (a;)i<w in p over M, lim; o tp(a;/€) = p

(2) For any Morley sequence (@;);<x in p over M and any £Lz(€)-formula (%),

{i < k :}=0(a;)} is finite or cofinite.

(3) The measure J, is a fim measures.
Additionally, we say that p is super-generically stable if for every n > 1, p(™ is
generically stable.

Question 2.14. It is known that if 7" is NIP, then any fim measure is super-fim
[HPS13]. It is also known that if T is NTP2, then any generically stable type is
super-generically stable [CGH23b|. In general, whether or not all fim measures are
super-fim (or all generically stable types are super-generically stable) is wide open.
There have been many attempts to give a proof or to find a counter-example to
this problem, but all of them contained serious mistakes. So we ask the question
again: Suppose that p is a global measure which is fim over M. Does this imply
that (™ is fim over M? If p is a global type which is generically stable over M,
does this imply that p("™ is generically stable over M?

We now describe Keisler measures which concentrate on the type of an enumer-
ation of our small model M. We first choose an enumeration m of M and let &
be a tuple of variables corresponding to m; let § be another tuple of variables cor-
responding to m. Consider a partial type 7(Z;§) over . Then [7(z;m)] = {p €
Sz(€) : pF w(z;m)} is a closed subset of Sz(€).

Definition 2.15. We define the following collections of types and measures:

(1) Sr@m)(€) = {p € 5z(€) : p"ﬂ(ff m)}.

(2) For t € {fs,inv, def}, we let S7r oy (& M) = Si(e, M)n Sr(@m) (€).

(3) Mr(zim) (€) 1= {p € Mz (@) : u([ ( ;m)]) = 1}.

(4) For t € {fs,inv,def}, we let 9 ¢, M) := ML(E, M) N My () ().

(5) If w(Z;7) is the type “T =g 7", we denote Sy (z.m)(€) as Sy (&) and M (z,m) (€)

ﬂ(a:m(

as M7 (€). These are the spaces of types and measures which extend /concentrate

on the partial type tp(m/0).
(6) Fort € {inv, fs, def}, we let S (¢, M) := S1(€, M)NSy,(€) and M, (€, M) :=
ME(E, M) NNy, (€).

Finally, we will also be concerned with a new important family of types and
measures in this paper, i.e., the collection of strongly finitely satisfiable types and
measures. These types and measures naturally arise from the study of dynamical
systems in infinitely many variables. Consider the definitions below:
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Definition 2.16. For a partial type 7(Z; 7) over (), we introduce the space S5 _ (&, M)

7(Z;m)

of global types which extend 7(Z;m) and are w-strongly finitely satisfiable in M:
S5 rimy (€, M) = {p € Sr(zm)(€) : 9(#;) € p = (3a € M)(= (a, m)Ap(a; b))}

w(Z;m
Likewise, we introduce the space m;fgf‘m)(a M) of global measures which concen-
trate on m(Z;m) and are mw-strongly finitely satisfiable in M:

ML) (€, M) = {1t € Mz (€) : ulip(2;0)) > 0 = (Fa € MI)(= w(a, m)Ap(a; b))}

w(Z;m)
In the case where 7(Z; ) is the type “T = §", we write Sfrf(si,m)(ef, M) as S&fs(¢, M)

and Dﬁfrf(si;m)(ci, M) as MB(¢, M). We refer to these spaces simply as the space

of global types strongly finitely satisfiable in M and the space of global measures
strongly finitely satisfiable in M, respectively.

Note that S;f(si;m)(ﬂl, M) and Dﬁjf(si;m)(cl, M) are closed subsets of Sz(€) and

M (), respectively.
The following fact is elementary and left to the reader.

Fact 2.17. Fiz a partial type 7(Z;y) over O and a measure p € Mz(C). The
following are equivalent:

(1) The measure p is in MM _ (&, M).

7(Z;m)

(2) For every p € supp(p), p € S5 _ (€, M).

7 (Z;m)

2.4. Relatively type-definable subgroups. Let M < € < ¢ and let A C € be
small and @ be a short tuple of elements from €, where €’ is a bigger monster model
in which € is small. The following definitions come from [KPR18; HKP20].

Definition 2.18. By a relatively a-definable over A subset of Aut(€) we mean a
subset of the form

Gpaa={0€Aut(€) : E=p(o(a)a)},

where ¢(Z;g) is an L-formula and @ is a tuple from A.
By a relatively a-type-definable over A subset of Aut(€) we mean a subset of the

form

Grag={0€Aut(¢) : En(o(a);a)},
where 7(Z;7) is a partial type over () and a is a tuple from A. By a relatively type-
definable subset of Aut(€) we mean a subset which is relatively a-type-definable
over A for some short @ and small A in €.

Let m be an enumeration of M and let ¢ be an enumeration of €. Moreover, let
Z and g be two distinct tuples of variables, each of them corresponding to the tuple
m. One can consider the topology on Aut(€) given by the basic open sets being the
relatively m-definable over M subsets of Aut(€), and call it the relatively definable
over M topology on Aut(€). It is clear that the closed sets in this topology are
precisely the relatively m-type-definable over M subsets of Aut(€).

Definition 2.19. Let 7(Z; %) be a partial type over (). We define
(1) Gre = Grmm = {0 € Aut(€) : € = 7w(o(m);m)}, and G ar := {0 €
Aut(M) : M & m(o(m);m)},
(2) C~¥7r7¢ = Sz(€) N [w(Z;m)], where Sz(€) is the collection of complete types
over € in variables corresponding to ¢ which extend tp(¢/0).
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(3) émM = Sm(M) N [x(Z;m)], where Sy (M) is the collection of complete
types over M in variables T (corresponding to ) which extend tp(m/0).

Remark 2.20. We have
Gre = cl(Gre - tp(e/€)) = cl ({tp (0(2)/€) : 0 € Gre}).

Proof. (2) Consider any p € cl(Gr ¢ - tp(¢/€)) and ¢(Z;m) € 7(ZT;m). Suppose
for a contradiction that —¢(Z;m) € p. Then there is 0 € G, ¢ such that o(¢) |=
—¢(Z;m). But this means that = —¢(o(m);m) which implies that ¢ ¢ G, ¢, a
contradiction. B

(€) Consider a type p € G, ¢ and a formula ¢(z';a) € p, where Z’ is some
finite tuple of variables and @ is a finite tuple contained in ¢. Take by € p(€’).
Let b and b be the subtuples of by corresponding to Z and Z’, respectively. Then
= 7(b;m)Ap(V';a) and bb' =y mé’, where ¢ is the finite subtuple of & corresponding
to the variables Z’. We can find dd’ in € so that dd’ =55 bb'.

Since dd' =y mé’, there exists o € Aut(€) such that o(mé’) = dd’. As, d =4 b
and = 7(b;m), we get = m(d;m), and so ¢ € Gre. On the other hand, since
d =,V and = ¢(b;a), we get = ¢(d';a), ie. = ¢(o(e);a). We conclude that
tp(o(€)/€) € [p(T';a)] with ¢ € G e.

Because, the neighborhood [¢(Z’; @)] was chosen arbitrarily, we conclude that the
type p is in the desired closure. (I
Remark 2.21. Let r: Sz(€) — S;7 (M) be the restriction map (to the variables Z

and parameters M). Then 7 1[G v] = Gre and 7[Gr ¢] = Gr -

Bearing in mind Definitions 2.18 and 2.19, whenever G ¢ is a group, we say that
Gr.e is a relatively m-type-definable over M subgroup of Aut(€) (i.e a subgroup
closed in the relatively definable over M topology).

Remark 2.22. The property that G, ¢ is a group does not depend on the choice
of the monster model € in which M is small. Moreover, if G, ¢ < Aut(€), then
Grm < Aut(M).

Proof. It follows from the observation that the property that G ¢ is a group is
equivalent to the conjunction of the following three conditions:
(1) = m(m;m);
(2) the type 3g(w(g; m) A Tim = my) is equivalent to the type 7(Z;m);
(3) the type Iyz(w(y;m) A w(Z;m) Am = § Amy = ZZ) is equivalent to the
type m(Z;m). O

Remark 2.23. If G, ¢ is a group, then it coincides with Grorp ¢ := {0 € Aut(€) :
& n(m; o(m))}.

We now give an important class of subgroups of Aut(€). These subgroups are
ones which admit tame invariant measures. Their counterparts in the definable
group setting have been studied quite extensively.

Definition 2.24. Let G < Aut(€) be relatively m-type-definable over M, i.e.
G={oceAut(€) : En(c(m);m)} for some partial type 7(Z; ) over () which can
be assumed to imply “T = .
(1) G is (left) generically stable (over M) if there exists a (left) G-invariant
generically stable type in SV __ (&, M).

7(Z;m)
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(2) G is (left) fim (over M) if there exists a (left) G-invariant fim measure in
mine (€, M).
Lemma 2.25. If 7(Z;§) - & = § is a partial type such that G ¢ is a subgroup of
Aut(€) and p € if(‘%;m)(ﬁ M), then Stab(p) < Gre.
Proof. Take 7 € Stab(u) and its extension 7/ € Aut(€’). Note that supp(p) =
supp(7«(p)) = 7[supp(p)]. Moreover, we have that supp(p) C [7(Z;m)].

Let p(Z) € supp(p). Then 7(Z;m) C p(Z) and so there exists o/ € Aut(€’) such
that o’(m) = p. We have that, 70’ () |= 7(p) € supp(p) and so = w(7'0’(m); m).
As o', 7’0" € Gr,er and Gy ¢ is a subgroup (by Remark 2.22), we obtain 7/ € G ¢
and finally 7 € G, ¢. O

The next lemma demonstrates how definable measures are associated to relatively
type definable subgroups of the automorphisms group via the stabilizer.

Lemma 2.26. Assume that p € IMIF(C, M). Then Stab(u) is relatively m-type-
definable over M.

Proof. The proof follows the idea from the proof of Proposition 5.3 (and Definition
5.2) from [CG22], thus we will only sketch the proof and point out the correct
formulas for the action of Aut(€). By Fact 2.3 from [CG22], for every L-formula
©(Z; z) (over 0) and every n € N5 there exist formulas @f’ﬁ(g; z) where i € I, :=
{0, %, . ”7_17 1} such that

e c ol me),

i€l,

and | @f’%(m;b) implies p(o(Z; b)) ~1 i. We set

1 ,% _
e0r(mia) =\ @7(m2),
jEln, i

1 1
oy = N N (9@ (miz) » 020 L 5:2)
@(z;z)EL nENso
i€l,,i>3

A (72) (87 (5:2) = 2 (m32))).

2(i-3)
By adapting the argument of Proposition 5.3 from [CG22], one obtains that Stab(u) =
{o € Aut(N) : [ p(m;o(m))}. O

Finally, we connect invariant measures with invariant subgroups. In Definition
2.2, we recalled what it means that a measure is invariant over a small model; the
same definition applies over an arbitrary subset of €. In the next lemma, & does
not correspond to m anymore.

Lemma 2.27. Let A be a small subset of €, p € MEY(E) be A-invariant, and
a € €% be an enumeration of A. Then Stab(u) is relatively a-invariant over A, i.e.

Stab(p) = {oc € Aut(€) : | p(a;o(a))},

where p(T;7) is a disjunction of (possibly infinitely many) complete types over 0.
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Proof. We first show that for every 7,7 € Aut(€) such that 7(a) =4 7/(a) we have
that if 7 € Stab(y), then 7/ € Stab(u). Fix 7 and 7/ and suppose 7 € Stab(u).
Then there is o € Aut(€/A) such that 7/(a) = o(7(a)). And so ¢ := 7 lo711' €
Aut(€/A) and 7/ = o7(. Since p is invariant over A, we get 7'(n) = o7¢(p) =
o(t(n)) = o(u) = p, ie. 7 € Stab(u).

Having the above, we set 6,(Z; y) := tp(a, 7(a)/0) and

py) = \/ 0:(z:),

r€Stab(y)

which gives us the desired disjunction of (-types. O

By a relatively definable subset of G ¢ we mean a set of the form {0 € Gr¢ : |
o(o(n);a)}, where ¢(Z;a) is a formula with parameters a from € and 7 is a tuple
from €. When G, ¢ is a subgroup of Aut(€), it acts on itself by left and right
translations. The action by left translations will be denoted by - and by right
translations by -.. These actions induce actions on relatively definable subsets of

Gr.e.
Remark 2.28. The actions - and -, commute, that is (0 - g) 7 =0 (g 7).

2.5. Convolution product for definable groups. Let G be a group definable
in a small model M < €. By S5(¢, M) [resp. SZV(€, M)] we denote the space
of global complete types concentrated on G and finitely satisfiable in M [resp.
M-invariant].

The following operation * was first defined by Newelski [New09] on S5(€, M) (as
the central object in his work on topological dynamics in model theory), and later
extended to S%V(¢, M) by Chernikov and Gannon [CG22].

Definition 2.29. Let p,q € SV(€, M). Then p * g := tp(a - b/€) for some/any
(a,b) E p® ¢ in a larger monster model.

The following fact is well-known (e.g. see [CG22, Fact 3.11]).

Fact 2.30. (S&(€, M), ) is a compact left topological semigroup, and Sg(@f, M)
is a closed sub-semigroup.

In fact, in [CG22], the authors extended the context to measures. Namely, let
IMNE (€, M) [resp. MBY(€, M)] be the space of global Keisler measures concentrated
on G and finitely satisfiable in M [resp. M-invariant].

Definition 2.31. Let p,,1, € MEV(C, M) and p, be Borel-definable over M.
Then

o £yl = (e 0 ) ol 0,0) = [ vl
Sa(Mo)

where ¢'(x,y,¢) := p(z - y;¢) and My < € contains M and ¢.
The next fact follows from Section 6 in [CG22].

Fact 2.32. (NIP) (M%Y(€, M),*) is a compact left topological semigroup, and
szg(c, M) is a closed sub-semigroup. Moreover, (S&(€, M),*) is a closed sub-
semigroup of (ME(E, M), ), and Sg(@, M) is a closed sub-semigroup of(img(ﬁ, M), %).
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2.6. Strong types and Galois groups. Lascar, Kim-Pillay, and Shelah strong
types together with the associated Galois groups play an essential role in model
theory, and also in applications (mostly through the strongly related notions of
model-theoretic connected compoents of definable groups). Among fundamental
papers on strong types and the associated Galois groups are [Las82; LP01; Cas+01;
New03]. See also [KPR18; KR20; Rzel8] for a more involved research studying
connections with topological dynamics and descriptive set theory. The notions and
results that we recall below can be found in the above papers. A good exposition
is given in Section 2.5 of [Rzel8].

As usual, let € be a monster mode of 7', M =< € a small submodel, and ¢’ = €
a bigger monster model in which € is small. By a bounded equivalence relation on
€% (where Z is a short tuple of variables) we mean an equivalence relation with a
small number of classes (i.e., less than the fixed degree of saturation of ).

Fact 2.33. There exists a finest bounded invariant equivalence relation on €7,
denoted by =15. The classes of =15 are called Lascar strong types. Moreover, =
is precisely the transitive closure of the relation of having the same type over a
model N =< € where N wvaries. In particular, =ps has at most 21T+l clgsses.

Similarly, there exists a finest 0-type-definable bounded equivalence relation on
€%, denoted by =xp. The classes of =xp are called Kim-Pillay strong types. We
clearly have that =15 C =kp, and so =xp has at most 2ATIHIZ classes.

Let FE be =15 or =xp. The quotient €%/ F is equipped with the logic topology in
which a subset of €%/F is closed if its premiage under the quotient map 7: €% —
€?/E is type-definable (over parameters). By the above fact, the quotient map =
factors through the type space Sz(M):

¢* al
N,
Sz(M)

where t(a) := tp(a/M). The logic topology on €*/E coincides with the quotient
topology induced by 7. It is quasi-compact (not necessarily Hausdorff) when E =
=1 and compact when F = =kp.

=kp is the set of realizations in € of a partial type over (), and =p is the union
of the sets of realizations of some partial types over (). If we compute these sets of
realizations in another monster model, we also obtain =kp and =4, respectively,
computed in this new model. Any representatives of all the E-classes (in €) are
representatives of all the classes of E€ (i.e., E computed in ¢’). So ¢'/E% can be
naturally identified with €/F as a topological space, i.e. the quotient €/F does not
depend on the choice of the monster model €.

The group Autfy,(€) of Lascar strong automorphisms is defined as the group gen-
erated by the subgroups of Aut(€) fixing pointwise some elementary substructures
of € i.e. ({Aut(¢€/N): N =< €}). This group coincides with the pointwise stabilizer
of all Lascar strong types (i.e., classes of =r) on all possible €7, and for every z the
relation =g on €7 is precisely the orbit equivalence relation of Autfy,(€). Moreover,
for any 7 enumerating a small model N < €, an automorphism f of € belongs to
Autfr,(€) if and only if f preserves the =p4-class of 7.

¢*/E
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The group Autfxp(€) of Kim-Pillay strong automorphisms is defined as the
pointwise stabilizer of all Kim-Pillay strong types (i.e. classes of =kp) on all possi-
ble €%. Then for every Z the relation =xp on €7 is precisely the orbit equivalence
relation of Autfkp(€). As above, for any 7i enumerating a small model N < €, an
automorphism f of € belongs to Autfkp(€) if and only if f preserves the =xp-class
of . We clearly have that Autfy,(€) < Autfkp(€) are both normal subgroups of
Aut(€).

Definition 2.34. The Lascar Galois group of T, denoted by Galy,(T), is the quo-
tient group Aut(€)/Autfy(€). The Kim-Pillay Galois group of T, denoted by
Galkp(T), is the quotient group Aut(€)/Autfkp(<).

The quotient maps pf: Aut(€) — Galy(T) and p&p: Aut(€) — Galkp(T) factor
through any type space Sy (N):

where m is an enumeration of M, ¢(o) := tp(o(m)/N), and N < € is small. The
logic topology on Galp,(T) and on Galkp(T) is the quotient topology induced by
ﬁT’N’G and ﬁQF’,N’€, respectively. This topology does not depend on the choice of
M, N, and m, and turns Galp(T) into a quasi-compact topological group, and
Galkp(T) into a compact topological group. As topological spaces, Galy,(T) and
Galkp(T) can be identified with {a € €™ : @ = m}/=Ls and {a € €™ : a =
m}/=kp, respectively.

As topological groups, both Galy,(T) and on Galkp(T) do not depend on the
choice of €. This is witnessed by the isomoprhism

e Aut(€')/Autf, (¢') — Aut(€)/Autf, (),

where * denotes “L” or “KP”, given by: t& (¢//Autf,(¢")) := o/Autf,(¢) for any
o € Aut(€) such that o(m) =5 o'(m) (equivalently, it is enough to require that
a(m) =15 o’ (m)).

The following notation will be used in Section 6.4. Set te/ := t&p, and define

pe: Sy (€) = Galkp(T') as the composition inv o e Oﬁgf_,c’@/, where inv(g) := g~ .

Explicitly, pe(p) = o~ 1/Autfikp(€) for any/some o € Aut(€) such that o(m) =
plar (equivalently, it is enough to require that o(/m) is =kp-equivalent to some/any
realization of p). The map pe is a continuous surjection. Notice that the following
diagram commutes:

S (€) 2% Aut(¢)/Autfxp(€)

rese lt@

S (€) —25% Aut(€)/Autfxp (),

m
where rese : Sy (€') = Si5(€) is the restriction map.
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2.7. Model-theoretic connected components. Model-theoretic connected com-
ponents play a major role in model theory and applications (e.g. to additive combi-
natorics). Since in this paper we only mention them in Fact 5.5 and in Section 6.4
in order to explain that some results involving them which were obtained in [CG23|
follow from the corresponding results obtained in this paper, we will not give here
a historical background and references.

Let M < € be as always. Let G be a (-definable group in M.

Definition 2.35. Let A C € be a small set of parameters.

(1) G(€)Q is the smallest A-type-definable subgroup of G(€) of bounded index.
(2) G(€)90 is the smallest A-invariant subgroup of G(€) of bounded index.

The existence of these components is clear by the existence of =xp and =p4 (with
parameters from A added to the language). When A = (), we will skip it writing
G(€)% and G(€)%Y. In the NIP context, the components G(€)% and G(€)%° do
not depend on the choice of A [She08; Gis11].

The quotients G(€)/G(€)% and G(€)/G(€)%° equipped with the logic topology
defined by saying the a subset is closed if its preimage under the quotient map is
type-definable, make these groups a compact and quasi-compact topological group,
respectively (e.g., see [GNO8, Proposition 3.5]).

The components G(€)% and G(€)% are strongly related to the equivalence re-
lations =p4 and =kp via “adding an affine sort construction” (see Fact 5.5 below,
and [GNOS§| for more details).

3. INJECTIVITY RESULTS UNDER NIP

We first prove that some restriction maps between Ellis semigroups are injective.
Using this result, we prove that certain Ellis semigroups are isomorphic. For exam-
ple, we prove that Ellis semigroups of (Sz (M), Aut(M)) and (9Mz (M), Aut(M)) are
isomorphic when the underlying theory is NIP. We remark that the Ellis semigroup
of the dynamical system (9tz(M), conv(Aut(M)) is not isomorphic to the previous
two and is of an inherently more different flavor (cf. Subsection 4.1).

Let M =T and T be any tuple of variables. Throughout this section, all of our
integrals will take place over the space Sz(M), and so we will drop the subspace
notation, i.e., we will write fsf(M) fdp simply as [ fdu. Let ©1(Z;9), ..., om(ZT;7)
be Lz g-formulas. We define the collection of functions,

]:Llew(Pm = CODV{l[(Pi(i;B)]Z B € Mg7i S m}

Let Y be a set, f: Sz(M) — Y, and 0 € Aut(M). Then we let o - f := foo~ L.
Similarly, if A € conv(Aut(M)) and A = > «;d,,, we let

IN
Af= (D wbo | f=) alor-f)= ai(foot).
IKN IKN IKN
We also define A™! := 3 ayd_-1.
IKN !

Remark 3.1. Let A € conv(Aut(M)), f € Fo,, .. o, and p € Mz(M). Then

Jovnau= [ rao-w.
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Proof. Follows directly from the definitions. (]

Lemma 3.2. Assume that T is NIP, pn € Mz(M), fi,....fn € Fp, and
e > 0. Then there exists p = (p1,...,pt) € supp(p)<® C Sz(M)<¥ such that for
every A € conv(Aut(M)) and k < n,

‘/(A-mdu — /(A-fk)dAv(p)‘ <e

Proof. By Fact 2.9(2), there exist p = (p1,...,pt) € supp(p)<“ such that for every
b€ MY and k < n we have

[l (@:0)) — Av(p)(pr(@:0))] <
Apparently this is enough. Take A = > wd,, and fr = > ’Yfl[wkg(m’;k N
<Nk e

IKN
Then,

/()\ i) du = /(Zaz 6 ) - (D2 g wt ) i

I<KN s< Ny

= Zoéﬂs 11(n,s (%5 01 (br, 5)))

~

(o) RO
N / <Z<ZNO”5‘”) ' ( g 751[wk,s(f;5k,s>1) dAv(p)
:/()\~fk)dAv(p). -

Lemma 3.3. Assume that T is NIP. Then the map,
O : E(Mz (M), conv(Aut(M)) — imf(M)Sf(M)7

given by ©(n) = nls, () is injective. (Here, we identify types with their corre-
sponding Dirac measures.)

Proof. Consider 11,12 € E(Mz (M), conv(Aut(M))) such that 11 # 2. Then there
exists some p € Mz (M), L )-formula o(Z;b), and € > 0 such that

=(M
m2 (1) (@(Z; b)) — m1 (1) (@(Z; b)) | > €,

/fdnz(u) /fdm(u)‘ > e,

where f := 1,5 By Lemma 3.2, there exist p = (p1,...,pt) € Sz(M)<* such
€

that for every A € conv(Aut(M)) we have,
Jopau - o naa)| <s= 5.

or in other words,

(%) 15

Since 71,712 € E(Mz (M), conv(Aut(M))), there exist nets (A} -—)ier and (A -—)je s
of elements from conv(Aut(M)) such that lim;e; (A} - —) = 7]1, limje (A3 - —)jes =
n2. And so, there exists some i € I such that for A\; := (A})~!, we have,

() 5>]/fdm - [ sao H/fdn1<u>/<A1-f>du,
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and for every k <,

[ ram,) - [ a5, =‘/fdm<6pk>—/<xl-f>d6pk -

Similarly, there exists j € J such that for Ay := (A3)~", we have,

[ o~ [0e- 1) an

/fdﬂz(%)—/()\z'f)d% :

Now, by the choice of € together with inequalities (i) and (iii), we get

JOunan = [on-pau

By applying (x) twice, one derives the following inequalities:

[ou-nase - [oun dAV(ﬁ)‘
< | fOur i~ [ou- s,

k<t

(i) &>

(iii) 5>

b

and for every k < t,

(iv) o>

> e — 20.

€—46 <

By (ii) and (iv), we approximate

%Z /()\Q-f)d5pk —/(Al - f) dbp,

k<t

25 %Z

k<t

[ s, - [ £,

Hence,

1
0<e—66<;z

k<t
and so there exists k < t such that,

[ amn) ~ [ ran,)

Hence 11 (dp,,) # 12(dp, ) and so n1ls, (ar) 7 M2ls, (ar)- O

Lemma 3.4. Assume that T is NIP and let M < N. Let m be a tuple of variables
enumerating M. Then,

Q' : E(Mm (N), conv(Aut(N)) — M, (N)F7 ),

given by ©(n) = nls,, (v is injective. (Here, we again identify types with their
corresponding Dirac measures.)

[ im0 - [ ran(,)

)

0<

Proof. A similar proof to the proof of Lemma 3.3 works here as well. The only
extra observation which is needed is that the types pi,...,p; can be found in
supp(p) = S (N) (which is the case by Lemma 3.2). O

Proposition 3.5. Assume that T is NIP and let M < N (possibly M = N).
Let m be a tuple of variables enumerating M, T be a small tuple of variables, and
H < Aut(M). Then the following maps are isomorphisms of topological semigroups:

(1) |sm ) : EOa(N), Aut(N)) = E(Sm(N), Aut(N)),
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(2) |sz(ary - E(Mz (M), Aut(M)) = E(Sz(M), Aut(M)).
(3) |szany - E(Mz (M), H) — E(Sz(M), H).

Proof. The fact that these are semigroup homomorphisms is easy. Injectivity of all
these homomorphisms follows from Lemmas 3.3 and 3.4. We only need to check
that these restrictions are surjective. For example, suppose that n € E(Sz (M), H)
and let (h; - —);er be a net of elements in H which converges to . Now consider
the net (0p, - —)icr of elements in E(9z (M), H). By compactness, this net admits
a convergent subnet, say (dn; - —);es, which converges to say 7’. We claim that

77'|55(M) =1. O
4. NEW CONVOLUTION OPERATION

This is the first main section of the paper. Here, we do the following;:

(1) In Section 4.1, we give an explicit homeomorphism between a natural Ellis
semigroup and a special collection of Keisler measures in the NIP setting. In
particular, we show that if M satisfies some homogeneity conditions, then
the Ellis semigroup of (Mz(M ), conv(Aut(M))) is naturally homeomorphic
to the space M5 (€, M) (see Definition 2.16). This homeomorphism allows
us to construct a new product on M (&, M).

(2) In Section 4.2, we extend this newly identified product from strongly finitely
satisfiable Keisler measures to a much larger class of measures (even outside
of the NIP context). We are also able to remove the homogeneity condition
on M and work over arbitrary small models. We then develop the funda-
mentals of the theory of this product. We prove a family of preservation
results (e.g., the product of definable measures remains definable) and show
that this product is associative for many practical classes of measures.

4.1. Semigroup structures in the style of Hrushovski-Newelski. As usual,
M =T, m = (Mma)a<y is an enumeration of M and € is a monster model of T
where M < €. Let T and g be tuples of variables corresponding to the enumeration
m. Let m(Z;y) be a partial type over (). Recall that

Gry i ={o € Awt(M) : En(o(m);m)}.
We begin by defining a certain homogeneity condition.

Definition 4.1. Let 7(Z; ) be a partial type over (). We say that 7 is group-like
over M or that the pair (M, ) is group-like if the following three properties hold:
(1) m(@;9) F T =p ¥
(2) Gr,u is a subgroup of Aut(M).
(3) For every a € MY and every finite subtuple (aq,,- - -,aq,) C @, if | 7(m; a),
then there exists an automorphism o € G s such that for each i < &,
o(Ma;) = a;-

We remark that if 7(Z;7) is “Z =p 77, then condition (3) in Definition 4.1 is
equivalent to asserting that M is strongly Ng-homogeneous.

Example 4.2. Suppose that M is strongly Np-homogeneous.
(1) If m(Z; §) is “Z =p ¥, then 7(T;7) is group-like over M.
(2) Partial types 7(Z,9;7',y') and 7°PP(z',7';Z,9) from the affine sort con-
struction in Section 5 are group-like over M (using the notation from Sec-
tion 5).
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We now consider a particular Ellis semigroup related to the automorphism group
of a first-order structure. We define a continuous map ® from this Ellis semigroup to
the collection of strongly finitely satisfiable Keisler measures (see Definition 2.16).
Assuming NIP, we also define a map ¥ which goes in the opposite direction and
turns out to be the inverse of ®. We begin with the definition of ®.

Definition 4.3. Suppose that 7(Z;§) is group-like over M. We define the map
@ B(Mz (M), conv(Gr ar)) — M0 (€, M)

by ®(n) := ,, where for any tuple 7 € €* and Lz,z-formula ¢(Z;7) we define

1 (9(1:9)) = (1Bep(aynn))) (9(2;m)).

We will show that the map above is well-defined, meaning that the value of
Loy ((p(ﬁ; g)) depends only on the equivalence class of the formula ¢(72;§) and that
iy € m;f(sm;g)(e, M). Let us start from the following lemma.

Lemma 4.4. If n € EMz(M),conv(Gr 1)), then n(0ipm/any) € Mr(zm) (M).
Proof. First, consider an arbitrary 7 € G ». Then
T(Bep(myan)) ([7(Z;M)]) = Sepmyany (77 7 (&5 m)]) = Sep(nyan) (7 (71 (M))]) = 1,

because |= 7(7(m);m). By linearity, this implies that 1(8up(m/ar)) ([7(Z;m)]) = 1
for every n € conv(G ar). Thus, in full generality the conclusion follows from the
fact that each n € E(Mz(M), conv(Gr ar)) is the limit of a net (1; - —);e; for some
n; € conv(Gr ). O

Lemma 4.5. The map ® is well-defined.

Proof. Let n € E(9Mz(M),conv(Gxr,ar)). Fix tuples n,n" € € and Ly g-formulas
¢(7;9),¥(; ), such that

€= (Vh)(p(n;g) <— P(';7)).
We first show that,
tin (2(759)) = (n(Gepa/an)) (0(@m) = (1Beparyany)) (V(F5m)) = py (Y (7' 9)).-

We prove the statement in cases. First, if n = o - — for some o € G i,

The case of n € conv(Gr ) follows by linearity.
Finally, if (A; - —)ier — n and \; € conv(Gy ) for each ¢ € I, then

1(8ep(a/an)) (o(T;m)) = liigll()‘i((stp(ﬁ/M))) (e(z;m))
= liienll()‘i((stp(ﬁ’/M))) (¢ (z;m))
= 0(6epar /an)) (V(Z5m)).
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Next, we show that ®(n) = u, is a Keisler measure. By the above observation,
for every inconsistent formula ¢(7; §) we have
M (p(75 7)) = pn(mo = yo Amo # yo) = 1(Sep(m/ary) (o = mo A zo # mg) = 0.

For additivity, consider any formulas ¢(7; §) and ¢ (7; §) such that ¢(7; §) Ap(7i; )
is inconsistent. Then, as we showed that the value of y,, on any inconsistent formula
is 0, we have

tin((59) V h(R3 ) = un(so( ) v ( ;g ) ( (w) AP(7;9))
_nétp (n/M) ( i‘am
= .Un(@( y)) + n(¢
We still need to check that:

(1) ®(n) concentrates on m(m;y),
(2) ®(n) is m-strongly finitely satisfiable in M.

)
)
(

) 5tp<n/M ) (U(z5m))
n;7))-

Notice that (1) follows directly from Lemma 4.4. Hence, it remains to prove (2).

Suppose that u,, (gp(ﬁ; gj)) > 0. Towards a contradiction, suppose that there is
no a € MY such that = w(m;a) A ¢(f;a). Using property (2) in Definition 4.1,
we conclude that there is no o € Gy a such that € = ¢(7;0(m)). So for ev-
ery 0 € Grr, 0(ipn/m))(@(Z;m)) = 0. By linearly, for every A € conv(Gr ),
A(O¢p(m/any) (@(Z3m)) = 0. Since 7 is a limit of a net of elements from conv(Gr ar),
we conclude that (6 (n/ar))(¢(Z;m)) = 0 and thus u,(p(n;7)) = 0, a contradic-
tion. Hence, u, € 95 _ (&, M). O

m(m;Y)
Remark 4.6. The map @ is continuous.

Proof. Tt follows from the equality

n

ﬂ{ﬂ cr < p(pi(biz 7)) < i} ﬂ{n 7 < 0(8p(v,/00)) (93 (T3 7)) < 54}

i=1 i=1

(]

We now construct an inverse for the map ® in the NIP setting. We remark that
the NIP assumption is needed to have that all global measures which are are finitely
satisfiable over M are also Borel-definable over M (see Fact 2.9(1)). This allows us
to use the Morley product in the following definition.

Definition 4.7. Suppose that T"is NIP and 7(&; g) is group-like over M. We define

the map
Tt (€, M) — E(Mz(M), conv (G ar))

™(m;y)

by U(u) := n,, where

N.(V) (p(z;m)) = (ng @ vz) (9(Z:9))

for each v € Mz(M) and o(Z;m) € Lz(M). (See Remark 2.3 for our convention
concerning Morley products between global and non-global measures.)

Lemma 4.8. Assuming T is NIP, the map ¥ is well-defined.

m))
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Proof. We assume NIP so that the Morley product in the definition of ¥ is well-
defined. Fix p in smff(sm (& M) v in Mz (M), and L-formulas ¢(Z;9), ¥ (Z; ).
Assume that M = (Vz)( (Z;m) < Y(xT;m ) We need to show that

U(

U () (v) (p(x51m)) = ¥ (1) (V) (Y(z5m)),
in other words, we need (uy ® vz)(0(Z;9)) = (uy ® vz)(¢(Z;y)). Note that
(VZ) (p(2:9) < ¥(3:9)) € tp(m/0), so n(m; ) = (V2)(p(%;5) « »(T:7)), and
therefore for every q(7) € Sr(m;)(€) and every b € €% we have that ¢ € [(b;7)] if
and only if ¢ € [¢(b;9)]. Thus

1(p(b;9)) = p(le®; 9)] N 7 (m;9)]) = w(e®:;7) O [w(m; )]) = w(db;9)).

Using the above, we obtain

(1 @ vz)((Z;9)) = / prp( ) dus
S2 (M)

— FYP52) gy
/S’I(M) Ho !

= (ug ® vz) (V(2:)).

We now show that 1, € E(9Mz(M),conv(Gr ). By Proposition 2.11 from
[CG22|, we know that pu is in the topological closure of conv(M?). Actually, from
the proof of the aforementioned proposition, the hypothesis that p is m-strongly
finitely satisfiable in M, and property (3) in Definition 4.1, it follows that

ki
n=lghi= lfé?,zl 5003 m):
=

ki _
for some o} € G a1, where each \; = ng a;é%@(m) € conv(MY).

Consider the net (Z o (of)7h —) in E(Mtz (M), conv(Gr,ar)). By com-
Jj=1

i€l
pactness, passing to a convergent subnet, without loss of generality we may assume
that (Zl o(oh) - converges to some 7 in E(9z (M), conv(Gr p)). Since
J= iel
the Morley product is left-continuous in NIP (see Fact 2.9), it follows that for every
vin Mz(M) and every Lz(M)-formula ¢(Z;m),

(V) (e(T;m)) = (ug © ve) (o(Z; 7))

k;
= (12161111]_104 ) l(m)) Q vz (Qo(a_jay))
~ liny (Zaal(m)) 2vs | (p(&9))
ki

= lim (Za?(a§)71> v | (e(z;m))

i€l
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n(v) (p(z;m)).
We see that 7, =1 € E(Mz (M), conv(Grnm))- O

Theorem 4.9. Assume that T is NIP and w(Z;y) is group-like over M. Then
PV =id, Y& = id, and both maps ® and ¥V are homeomorphisms.

Proof. First, we check that ®¥ = id. Fix p € mt;f(s_;g)(e:, M). We need to show

that ®¥(u) = p. So consider any L;(€)-formula ¢(7; §), and compute:
@ (1) (p(759)) = ¥ () (Bep(a/any) (9(3 1))
= Nu(Oep(n/an)) (9 (T3 1M0))
= (kg © (Bepn/an)z) (0(Z; 7))
= wlp(n;9))-

We now argue that ¥® = id. Fix an arbitrary v € E(z(M), conv(Gr ar)),
v e Mz (M), and p(Z;m) € Lz(M). It suffices to show that

V() (v) (p(T5m)) = 7(v) (p(z;m)).
By applying the definitions on the left hand side, we obtain
T (y)(v) (p(z;:71)) = ((7)y ® va) (#(7: 7))

_ PP (552)

= ‘/SE(M) Fg(w)g‘/ dvz

:/ (1(6)) (0(@: m))di(z) = (#).
qESH (M)

We now have three cases depending on . Step one; we compute (#) when v =o-—
for some o € G, ar. Note,

W= [ Calp@m)i@ = [ 5eo )@

4€S55 (M) 4€S5 (M)
= / Lip(@s0—1 (m)) 4V (T)

S2(M)
= v(e(@; 071 (m))) = (0.v) (@(T;m)) = v(v)(p(Z;m)).

Step two; we compute (#) when « is a linear combination of elements from G .

Indeed, if v = (Z a;o; | - — where each o; € Gy and positive real numbers
i<k
a1, ...,ax such that Zigk o; = 1, then
o (D) o
W= [ ui)(e@m)i@ LY o) (pam) -
i<k gesh () ISk

Y aioi | v | (p@m) =) (p(@m)),

i<k
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where equation (f) follows from the computation in step one. Step three; we assume
that v is a limit of a net (\; - —)icr, where \; € conv(Gr ar) for each ¢ € I. By
continuity of ® and left-continuity of the Morely product in NIP theories (Fact 2.9),

(@ (7)) () (p(@;11)) =N (V) ((z: 7))
= (2(v)g @ va)(p(T;9))

_ <q> (1 _)g ® ) (o))

= lim <<I>(/\Z- =); ® Va?) (o(z;9))

el

=l (VB(\ - —) () (p(z:m)) )

el
Diiny (i) (o))

= () ((z;1m)),
where equation (1) follows from the computation in step two.

Thus, ¥ = &~ and @ is a continuous bijection between two compact (Hausdorff)
spaces. Hence, both ® and ¥ are homeomorphisms. (]

Let us note that when T is NIP and #(Z; %) is group-like over M, we have the
following commutative diagram (where ~ means homeomorphism):

E(WE(M)a CODV(GW,M)) ; W‘S;rf(sm;g)(ev M)
closed
C
B(0(M), Gr ) hemomeric | s,
F_
B = B(S:(M), Grar) ———— S (€ M)

In the above diagram, the map I' is the inverse of the canonical restriction map
from E(Mz (M), conv(Aut(M))) to E. We recall that this map is an isomorphism
of topological semigroups by Proposition 3.5(3). With a slight abuse of notation,
we identify E with its isomorphic copy in E(9z(M),conv(Gr ar)) to be able to
compute ®|g. Since @ takes values in i)ﬁff(sm‘g)(@, M), using the definition of @,
one easily gets that the image of ®|p is contained in Sfrf(sm,g)(Q7 M) (see Remark
4.10). We will show that ®|g is a homeomorphism. But before that let us give an
explicit formula for ®|g.

Remark 4.10. ®|g takes values in Sff(sm,y)(ﬁ M) and is explicitly given by the
formula ®|g(n) = {¢(7;7) : ¢(z;m) € n(tp(n/M))} for each n € E.
Proof. Directly from the definition of ® we get that

() (2(n59)) = (C(0) (ep(nynr))) (2(E; 7)) = Syiep(n/nny (e(23m)) € {0,1},
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which is equal to 1 if and only if ¢(z;m) € n(tp(n/M)). Thus,
®[(n) = B(L(n)) € M50 (€, M) NS5(€) C S35s.5(€, M),
and ¢(71;§) € ®|g(n) if and only if ¢(z;m) € n(tp(n/M)). O
Proposition 4.11. In the above diagram, we indeed have that
‘I)[E] = frf(sﬁ’b;gj) (0:7 M)a

and so ®|g is a homeomorphism.

Proof. We only need to argue that ®[E] = Sfrf(sm;g)(ﬁ, M). Consider any q €
Sfrf(sm;g)(ﬁ, M). Choose a net (p;);cr of types realized in M and converging to ¢
each of which satisfies the partial type m(m;y). Since 7(Z;y) is group-like over
M, we may find those types p; to be of the form tp(o;(m)/&) for some o; € G .
Passing to a convergent subnet, we may assume that the net (o, L. —)ier of elements
of E converges to some n € E. Then, by Remark 4.10, ¢(7;§) € (®|g)(n) if and
only if there exists o € I such that p(z;m) € o; (tp(n/M)) for all i > ig. This is
equivalent to the existence of iy € I such that ¢(Z;0;(m)) € tp(n/M) for all i > ig,
which in turn is equivalent to the condition ¢(7;4) € q. Thus, ®|g(n) = q. O

Let us also give an explicit formula for (®|g)~! = qj|ssf<ﬁi (€0
(Mg ’

Remark 4.12. (®|g)~'(p)(r) = {e(z;m) : (vm' = 7)(@(m/;y) € p)} for each
pE S;f(sm;y)(ﬂl, M) and r € Sz(M).

Proof. Pick m' € €% so that r = tp(m//M), and consider any formula ¢(z;m) €
Lz(M). Then

U(p)(r) (e (z;1m)) = (3, @ 0,) (0(237))

= [ Slemn)ds =5, (e )
€Sz (M)
beq(<)

Since ¢(z;m) € (®|g)~'(r) if and only if ¥(p)(r)(¢(z;m)) = 1, we conclude that
(@)~ () (r) = {p(@;m) « (v |=r)(p(m';5) €p)}. O

In [Hrul9, Proposition 3.14], the author found a correspondence between the en-

domorphism group End(Sz(M)) of Sz(M) with respect to the definability patterns
structure on Sz(M) and the space S&(€, M). Remarks 4.10 and 4.12 applied to
the type m(Z;y) := (T =¢ y) in the context of a strongly Np-homogeneous model
M recover the restriction of Hrushovski’s correspondence to the Ellis semigroup F
(which is a subsemigroup of End(Sz(M))) with the target space of the restricted
correspondence being the subspace S55(€, M) of S (¢, M).
4.1.1. Transferring product. The purpose of this short section is to transfer the
semigroup operation in E(9z (M), conv(Gr ) via @ and ¥ to a new semigroup
operation on mt;f(sm;g)(e, M), when T is NIP and n(Z; ) is group-like over M. An
explicit formula for this new semigroup operation will be derived later in Proposition
4.20.
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Definition 4.13. Suppose that T is NIP and 7 (Z;g) is group-like over M. Let
and v be Keisler measures in D (€ M). We define v € M (& M) via

7 (m37) m(m;Y)

pxv:=0(U(u)oU(v)).
Theorem 4.14. Suppose that T is NIP and 7(Z;q) is group-like over M. Then

(Smfrf?m;g)(ﬁ M), %) is a left topological semigroup (i.e., x is left-continuous). More-
over, (Sfrf(sm;g) (€, M), *) is isomorphic to a closed sub-semigroup of(imjrf?m;g) (€, M), *),

and we have the following isomorphisms of topological semigroups (vertical maps
are formally embeddings, but after identifications we can assume that they are in-
clusions):

1R

E(Mz(M),conv(Gr m)) (mjrf(sm;g)(c, M), *) )

< <|

E(Sz(M), Gr ) (St (€, M), %)

m(m;7)

&

(i3]

Theorem 4.15. Suppose that T is NIP, and let 71(Z;y) C m2(T;§) be partial types
group-like over M. Then naturally Gr, i < Gry M, and so E(IMz (M), conv(Gr, ar)) C
E(Mz(M), conv(Gr, m)) and m?ffj(m;g)(ﬁ, M) C E))?jrfls(m;g)(ﬁ M) (and similarly for
types). Moreover, the maps ® and ¥ defined for mo are the restrictions of the corre-
sponding maps defined for w1, the following diagram commutes, and each restriction

of ® in it is an isomorphism of topological semigroups:

E(Mz (M), conv(Gr, m)) o (milf(m:g)(ﬁ, M), *)
<
< |
< E(Si (AI) GWL,JVI) e (S;f‘s(ﬁ“g) (@7 ]\1) *)
<
E(MMz (M), conv(Gry.ar)) @ (mjr[-;(m:g)(a M), *) .
S <
<
EAE (0, G * (S5 (€20, ).
Proof. By examining the definitions. 0

By Theorem 4.15, we see that all the semigroups of the form mt;fgm,g) (€, M) are
subsemigroups of the semigroup 9t (¢€, M) (i.e., the one obtained for 7(Z;9) equal
to T = 7).

4.2. New semigroup of Keisler measures. In this section, we first find an
explicit formula for the x operation from Definition 4.13. Next, we extend it to a
much larger class of measures and develop the fundamentals of the theory of the
obtained convolution product.

4.2.1. Generalizing the x-product. Here, we let M be an arbitrary small elementary
substructure of the monster model € and ¢ > € be a monster model in which €
is small. Throughout the section, types in Sy (€) and measures in M, (€) will be
in variables y. We do this so that one can easily see how the *-product can be
generalized without too much variable confusion. For each type p(§) € S (€) there
exists o € Aut(€’) such that p(y) = tp(o(m)/€), so we can always present such
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types in that form. By Z we will denote another tuple of variables corresponding
to m. We begin by defining some auxiliary maps which will allow us to define the
product.

Definition 4.16. Take b € €* and consider the following map
hg S (€) = Sz(M),
defined by:
hy + tp(o(m)/€) = tp(o ™" (b)/M).

We show that hj is well-defined. Indeed, suppose that o(m) =¢ 7(m). Then
there exists v € Aut(€’/€) such that yo(m) = 7(m), i.e. 77 1vo(m) = m and so
77 1yo € Aut(¢’/M). Since v fixes € pointwise,

T7Hb) = (17 1y0)a (D).
Hence 771 (b) =57 0~ 1(b), and so we conclude that h; is well-defined.
Lemma 4.17. Let b € €% and p(z;m) € Lz(M). Then

hy H0(z;m)] = [0(b; )]

As consequence,
(1) The map hg : Sy (€) — Sz(M) is continuous. B
(2) For any pn € My(C), we have that ((hg).p)(0(Z;m)) = n(8(b;9)).
Proof. Follows directly from the definitions. O

Definition 4.18. Let b € €7, (Z;7) € Lzy(0) and p € MIV(¢, M). We define
the map
G0 ;5 (€) - [0,1]
by
GEOD (tp(o(m)/€)) = (o™ (1):9)),

where ji is the unique extension of p to a measure in E))Tign"(@’ , M).

The above map Gﬁ( ) is well-defined. Indeed, if o(m) =¢ 7(m), then we have
o7 1(b) =pr 771(b) as hy is well-defined. Since ji is M-invariant, we conclude that
(o (0):9)) = ip(r10): 7).

However, the previous definition is a little cumbersome since it involves extend-
ing the measures to a larger model. Our next observation show that these maps
decompose into ones we are already familiar with.

Proposition 4.19. Let b € €7, o(Z;§) € Laz(0) and p € M (E, M). Then

o= OPP (7%
Gﬁ(b,y) — FZG,]\/I @:7) h;.

As consequence, if u is Borel-definable over M, then Gﬁ(g;g)

a Borel function with a continuous function and hence Borel.

is the composition of

Proof. Follows directly from the definitions. ([

We are ready to derive an explicit formula for the x-product from Definition 4.13.
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Proposition 4.20. Assume T is NIP and w(Z;7) is group-like over M. Let p,v €

m;f(sm y)(Qﬁ, M), b € €%, and p(z;y) be an Lz y-formula. For the -product from

Definition 4.13, we have
() (eBo) = [ GOV,
Sﬁb(Q)

Proof. Since T'is NIP, p is Borel-definable over M (see Fact 2.9). By Proposition

4.19, the map Gf(b;y) is Borel. Thus, the right hand side of the equation in question
is well-defined.
Observe that for any L; g-formula 6(Z; %), we have

M Bep(/a0) (0(Z3)) = (v @ Sy 5/ar)) (0(7: 7))
=v(0(b;9)) = ((hg)«(v)) (8(z5m)).

Hence, 0, (0up5/0r)) = (hy)«(v). By the definition of the +-product, we have the
following:

(1 v)(0(:9)) = ©(¥ (1) 0 T(v))((b;7))
= (1 © 1) (Bepo/00) ) (P(T5110))
= (M (g 5/0m))) (P (Z32))

= (/’['ﬂ ® ( tp(b/M) ) ) <P(57a?3 )
— FPR(@7) g (60 r
/SI(M) e N ( tp(b/M)))i

= [ E0a ). 0),
Sz (M)

— / (F;f " (i) ohl;)dz/g = / Ge9 gy, O
Sim(€) S (€)

Using Proposition 4.20, we may definitionally extend the x-product to a much
larger class of measures. The following definition does just that; it extends the
x-product to relatively general pairs of measures over arbitrary theories.

Definition 4.21. Let . € M (€, M) be Borel-definable over M and v € 9 ().
(Notice that both y and v are in variables §.) We define the convolution product
px v e My(€) as follows: For any b € €% and Lz g-formula ¢(Z;7), we define

(1 0)(e5:9)) = (13 ® () ), ) (0(@:9)-

Remark 4.22. By the computation in the proof of Proposition 4.20, it follows that
(40 (olbi) = |

FeP @D g (b)), (v
oy FE (1))

= / (F,ff"p@;f)ohg) dvy = / G0 dy.
S (€) v 5 (€)

We will often use the equalities above without comment.

x

By Proposition 4.20, the #-product from Definition 4.21 extends the *-product
from Definition 4.13.
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It is easy to check that given y and v as above, (u*v)(p(b; 7)) depends only on
the equivalence class of p(b;7) and that p * v is a Keisler measure. We now prove
a family of preservation results.

Lemma 4.23. Let pu € MM (E, M) be Borel-definable over M and let v € My, (€).
The following statements are true.
(1) If p € 9)?%“"(@, M) and v € MEV(C, M), then p*v € MM (E, M).
(2) If € MEV(C, M) and v € My (C), then pxv € My (C).
(3) If u,v € MV (E, M), then p*v € MBY(C, M).
(4) If u is definable over M and v is Borel-definable over M, then p* v is
Borel-definable over M .
(5) If u and v are definable over M, then u * v is definable over M.
(6) If p,v € ME (&, M), then p*v € M (€, M).
(7) Let w(Z;7) be a partial type over O containing “T =g §”, such that G ¢ is a
subgroup of Aut(€). If u,v € MDY A_)(Q M), then p*v € N (Q:, M).

m(m;y m(m;9)

Y
Proof. Proof of (1): Let b,é € €% such that b =), & For each Lz(M)-formula
6(z;m), we have

((h5)- (1) (0(z;m)) = v (6(b;9)) = v(6(;)) = ((he)« () (6(z:m)),

and so (hg)«(v) = (he)«(v). Hence for any Lz z-formula ¢(Z;7),
(e ) o) = [ BT, )
S5 (M)
— [ R0 0) = () (@)
Sz (M)

Proof of (2): We show p* v € M5 (€). Let () € tp(m/0), then

(n*v) (o) = / o GeWdy = /S o (o) dv = pe(@)) = 1.

Sin

Proof of (3): Follows directly from (1) and (2).
Proof of (4) and (5): Fix an L-formula ¢(Z;§) and € > 0. Since p is definable

over M, the function FY¥*®) : S.(M) — [0,1] is continuous. Hence there exist
formulas {i(Z;m) 1, and real numbers 71, ..., 7, such that
©°PP (7:7)
sup (@ i Lliy, (2o
qui(M) Z [ w T; m

Note that for any ¢(Z) € Sz(M) and b |= ¢ for some b € €7, we have:
(@) FRT(@) = () (eb:9) = (1© (hg)(0) (0(2:9))

™00 d(hg).(v)

Il
o

= (M)

e Zrll[wl(w ym)] d(hb) ( )

S(J\/)l 1

:i:n hb %50771 Zrz wzby
=1
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= nE "),
=1

Therefore if v is Borel-definable over M, the final term is a linear combination of
Borel functions, hence Borel. Additionally, if v is definable over M, then the final
term is a linear combination of continuous functions, thus continuous.

Proof of (6): Fix an L-formula ¢(Z; ) and an element b € €% such that

0 < (u* ) (0(5:9)) =/

(B2 o by )dv.
Sm (€)

Then there exists ¢(y) € supp(v) C S (€) such that (F[f(g@) ohy)(q) > 0. Consider

S
o € Aut(¢’) such that ¢ = tp(o(m)/€) and ¢ € €% with 0=1(b) =p; ¢ Then we
have

0< (F;fc’”@@’ o hB) (q) = n(e(©9)),

and, since y is finitely satisfiable in M, there is @ € MY such that € |= ¢(¢; a). Since
¢ and o~ 1(b) have the same type over M, € = o(c~1(b);a). Thus ¢ = ¢(b;o(a)).

Hence there are indices i1, ..., 14, such that

o(b;Yi,, - - - Yi,) € tp(o(m)/€) = q.

Finally, since ¢ € supp(v) and v is finitely satisfiable in M, we conclude that ¢ is
also finitely satisfiable in M. Thus, there exists d € MY such that ¢ = o(b;d),
completing the proof.

Proof of (7): By (3), we have that v € IIV(€, M). Consider b € €7 and ¢(b; 9)
such that 7(m; ) F ¢(b;7). Note that for every o € Aut(€’) with = 7(m;o(m))
we have also 7(m;7) F p(c~1(b); 7). Indeed, let tp(7(m)/€) € [1(m;7)] C Spm(E).
By applying 70!, we have w(7~'o =1 (m);§) F o(r o1 (b); §). Because 0,7 €
G, which is a subgroup of Aut(€’) by assumption and Remark 2.22, we conclude
that = (7~ 'o~(m); m). Hence, = o(7 o~ 1(b); m), which implies tp(7(m)/€) €
[e(o™(0); )]

Recall that supp(u), supp(v) C [w(m; §)], so we compute:

(4 v)(0(B: ) = /S o G = [ alee @)
" tp(o(m)/€)ESm (€)

- / (o~ (5); 7)) dv

tp(o(m)/€)€Sm (€)
= (mso (m))

> w([m(m; g)])dv = 1. O

tp(o(m)/€)€SH ()
= (m;o(m))

We will now prove a few additional properties of the convolution product. In
the context of NIP theories, this product is left continuous. This follows from the
fact that under the NIP hypothesis, the Morley product is left continuous. The left
continuity of the Morley product relies on the existence of smooth extension. It is
open whether or not the product is left continuous in general. We presume there
is probably a counterexample, but we do not know one.
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Proposition 4.24. Suppose that T is NIP, € M (¢, M), and v € My (€). If
(1)ier is a net of elements from Smg“’(ﬁ M) converging to p, then

limp; xv = p*wv.
iel

In particular, the convolution product in (9B (&, M), %) is left continuous, i.e., for
any v € MLV (&, M), the map — v : MBV(E, M) — MLV (E, M) is continuous.

Proof. For every L-formula ¢(Z;7) and b € €Y, we have
(n*v)(p(b:9)) = (1 ® ()« () (0(7:9))
= ((im ) ® () (1)) (075 9))

™) 1. o
= lim (11 @ (h)- (V) ((2: 7))
= lim(us ) (p(5:9))-
Equation (%) follows from left continuity of the Morley product (see Fact 2.9). Thus,
Wx v = hHIl u; * v, and the proposition follows. (]
1€
The structure (9LY(€, M), x) also admits an identity element, namely Otp(m/e)-

Proposition 4.25. Suppose that pn € MV (€, M) and p is Borel-definable over M.
Then,

Wk Otp(m/e) = and  Ogp(m/e) * H = M.
As convention, we write dyp(m/e) SIMply as O, .
Proof. Fix an L-formula ((%;%) and a tuple b € €%. Note,
(1% 0m)(p(b:9)) = (1 ® (hg)«(0m)) (0(Z: 7))
= FZ 00 (hy(tp(m/N)))
= FZ 0 (tp(b/M)) = u(p(b;9)).
Likewise, by Lemma 4.17,
(B * 1) (2(5:9)) = (0 @ (hp)« (1)) (0(7: 7))
= (hg)« () (p(z;m))
= (b 9))- 0

We now show that the convolution product is bi-affine. This essentially follows
directly from bi-linearity of integration.

Proposition 4.26. If T is NIP, then for any v € M2 (&, M), the map — * v :
MLV (¢, M) — IMV(E, M) is affine. More generally, without NIP, if u,\ €
smigm(@, M) are Borel-definable over M, v € Mz (€), and r € [0,1], then

(ru+ A =r)A) xv=r(pxv)+ (1 —r)(Axv).
Proof. Fix an L-formula o(Z; ) with b € €% and set s := 1 — . We compute:

(s + ) 1) (0B 7)) = /S oy B a0 0)

:/ (TF}f(’pp(@;i)_’_SF;\POW(Q%i))d(hE)*(y)
S (M)
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- 7‘/ FE T d(hy). (v) + 3/ Ff°pp(ﬂ;f)d(h5)*(u)
Sz (M) Sz (M)
= (r(pxv) + s(Ax ) (0(b; 7). O

Proposition 4.27. Suppose that . € Smigm(et, M) and p is Borel-definable over M.
Then the map p* — : Mz, (&) — Myz(€) is affine.

Proof. Fix \,v € M5 (&), r € [0, 1], an L-formula p(Z; 7), and b € €. We compute:

s (vt W=D = [ GEPd(rw+ (1= 1)

S (€)
. / Ge®D dy 1 (1 1) / G2 ®:0) )
S (€) S (€)
= (r(pxv)+ @ =7)(uxN)(eb:; 7). 0

4.2.2. Product for types. In this subsection, we consider the convolution product
restricted to types. In general, this product can be defined for arbitrary invariant
types and not just ones which are Borel definable. Hence, we provide the following
definition.

Definition 4.28. Let p(j) € Si™ (€, M) and ¢(j) € Sz (€). Then the product p+q
in S5(€) is defined as follows: for any £-formula ¢(Z;y) and b € €%, we define
p(b;7) € pxq <= ¢(%:9) € py @ (hy())a,

where ® is the Morley product for invariant types. As in the case of measures, the
object on the right, (h;(q))z, is not a global type, but a type in Sz(M). However,
since py is M-invariant, the product is well-defined, i.e., one can replace (hz(q))z
with any global extension.

It is obvious by definition that if p is Borel-definable over M, then d, * §q = dpsq-
As convention, if p is Borel-definable over M and p € My, (€) we often write o, * p
simply as p * p.

We will usually be concerned with the space SiV(€, M). We will see that this
space with the operation defined above is a left topological semigroup. The next
proposition yields an explicit formula for * on SIv(¢&, M), which is then used to
deduce that * restricted to SIZV(&, M) is an operation on SZV(&, M).

Proposition 4.29. Let p(3),q(y) € S2V(¢, M). Then
pxq=7(ple)le

where q(§) = tp(7(m)/€) for some T € Aut(€’) and ples is the unique M -invariant
extension of p to €. Yet more explicitly, taking a monster model € = & in which
¢’ is small, we can write pler = tp(a(m)/€") for some o € Aut(€"), and then

p*q=tp(r"a(m)/€),
where 7" € Aut(€”) is an arbitrary extension of T.
Proof. Take any L-formula ¢(%;7) and b € €7.
o(b:7) € pxq = 9(7:7) € py ® (5(0))a
= p(r71(0):9) € ple == ¢(:7) € T(ple e
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Thus,
e(0:;7) €pxq <= ¢(b;F) € T(ple)
= (7 1(0);7) € pler = tp(o(m)/€')
= o(b:g) € tp(r"a(m)/€). O
Corollary 4.30. SIV(¢, M) is closed under .

Proof. Consider p(y),q(y) € SZV(¢,M). The fact that p x ¢ € S;(€) follows
immediately from the explicit formulas from Proposition 4.29. It remains to show
that p * ¢ is M-invariant.

Suppose for a contradiction that there is an L-formula ¢(Z;%) and @ =, b in €7
such that ¢(a;7) A ~p(b;§) € p* q. Choose o, 7,7" as in Proposition 4.29.

By Proposition 4.29, we get

= w(a; "o (m)) A =p(b; 7" o (m)),
and so
= o(r7 @);o(m)) A =p(r~ 1 (b); o (m)).

Thus, since tp(o(m)/¢’) = ple is M-invariant, we conclude that 7=1(a) #Zar 771(b).
Hence, @ #-(m) b, which implies that ¢ = tp(7(m)/€) is not M-invariant, a contra-
diction. g
Proposition 4.31. Suppose that p(y) € Slijn"(@, M) and p is Borel-definable over
M. Let p € My (€), o(7;7) be an L-formula and b € €. Then

(p* 1) (2(b;9)) = pu(hy ' [DF 1),
where D;i 5 introduced in Definition 2.6.
Proof. Notice that
(p* (7)) = (p® (h) (W) (9(Z39))
= (hy)=()({g € Sz(M) : EF™" 09 (g) = 1)
= H(h;‘:l[D;f,M” O
We remark that the following statement is true without the NIP assumption.

Proposition 4.32. For any q € S2V(€, M), the map — * q : SIV(C, M) —
Sinv(e M) is continuous.

Proof. Follows by the left continuity of the Morley product for types. Similar to
the proof of Proposition 4.24. O

We now prove that the product is associative on triples of types from SZV (¢, M).
Again, no NIP assumption is necessary.

Proposition 4.33. Let p(y),q(y),7(y) € SBV(€, M). Then
(prq)xr=px(g*r)

Proof. We can write r = tp(n(m)/€) for some n € Aut(€’), and ¢le = tp(7(m)/€’)

for some 7 € Aut(€”) (where €” > € is a monster model in which ¢ is small).
Take an L-formula ¢(7;%) and a tuple b € €%. Since m and b are short in €, we

can choose the above 7 more carefully so that 7~1(b) € ¢7.

Claim: h, 1 (q) = (g * 7).
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Proof. Note that hy(r) = tp(n~'(b)/M) and h, -1 (q) = tp(r~'n~'(b)/M), and
so for an L-formula 0(Z; §) we can write:
)

0(z3m) € hyay(q) <= 070~ (b);m)

T
< 0(b;y) € qxr.
We end using Lemma 4.17, to have that the last line is equivalent to 0(Z;m) €
(hg)+0gsr = hz(q * ), so the claim is proved. O(claim)

Now, using the claim for the fourth equivalence below, we have

p(b;g) € (p*q) *r ¢:>¢@T@ (p*q) @ hy(r)
e (b);9) €pxq
p(Z 737) EP® hy-13)(9)
(#;y) € p@ hg(g=7)
(b;

= Epx(qgx*r). g

Remark 4.34. Let 7(Z;y) be a partial type over () containing “Z =y 7’ and
such that G ¢ is a subgroup of Aut(¢). If p,q € S““’_ (€, M), then p*xq €

(m;g)
Sinv. (€, M).

7 (M;7)

Proof. We want to use the last formula from Proposition 4.29, so write ¢(g) =
tp(7(m)/€) for some 7 € Aut(€’), and p|e: = tp(o(m)/€’) for some o € Aut(€”).
Let 77 € Aut(€”) be any extension of 7. By Proposition 4.29 and Corollary 4.30,
p*q=tp(r"o(m)/€) € SV (¢, M).

As p, ¢ both contain the type 7(m, g), we get = 7(m; 7"(m)) and | w(m;o(m)),
hence = 7(7"~1(m);m) and | w(c~1(m);m), and so 771,07t € Gm@u Since
Gr,e is a subgroup of Aut(€), G, ¢ is subgroup of Aut(¢€”) by Remark 2.22.
Therefore, o= 17"~ € G er, ie. ): m(o~ 17"~ (m);m), and so | w(m; "o (m)).
Thus, since p * ¢ = tp(7"c(m)/€), we conclude that p * ¢ € [1(m;7)].

The conclusions of the above two paragraphs imply that pxq € S;Tn(jh .5) (¢, M). O

4.2.3. Associativity of convolution product. From Definition 4.13, we know that * is
associative on M5 (¢, M) in the NIP context. The general question of whether * is
associative on 9TV (€, M) in the NIP context (i.e. Question 1.1 in the introduction)
remains open. The goal of this section is to prove associativity of * for some large
practical families of Keisler measures. We prove that * is associative on triples
of finitely satisfiable Keisler measures in the NIP context and triples of invariant
measures over countable models of an NIP theory in a countable language. We also
prove that * is associative on triples of measures with some definability assumptions
without the NIP hypothesis. (Recall also that in Subsection 4.2.2 we proved that
* is associative on invariant types, without any extra assumptions).

Before we start, let us recall that the convolution product for definable groups is
associative on invariant measures in the NIP context. However, this proof does not
directly generalize to the setting of theories because of a “piecewise character” of the
definition of the convolution product (i.e., the measure (hg).(v) in Definition 4.21
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changes with b). More explicitly, all the proofs of associativity for both the Morley
product and the convolution product for definable groups for invariant measure
(and invariant types) involve replacing a measure with a smooth extension. One
should think about this operation as something akin to realizing a type. However,
in the case of general NIP theories, these are some subtle complications which make
this processes much less clear than usual.

Theorem 4.35. Let v, \ € MZV(&, M), where v is Borel-definable over M, and
let p € MIV(C, M) be M-definable. Then
(Lxv)sx X=px (V).

Proof. By Lemma 4.23, u*v is Borel-definable over M, so we can compute (p*v)*A\.
Fix an L-formula ¢(Z;%), a tuple b € €%, and any ¢ > 0. Since u is definable over

M, the map F,fopp(y;i) : Sz(M) — [0,1] is continuous, and so

PP (7. %
sup |F7 (#:2) ZTZ
q€Sz (M)

q)| <e

Hl
Sl

where {¢;(Z; M)}, are Lz(M)-formulas and rq,...,7, € R. Asin () of the proof
of Lemma 4.23, we have

n
opp Z ¢;’PP TR
FE T (g) me S om0 g),

i=1

for every q € Sz(M). Hence,

(u* (v xXN)(eb; 7)) = /S o F;f‘)pp(z?;a’c) d(hg)«(v x A)

/S > rilig, @y dlhp)s (v + )

(M)z 1

_thb (v * A) (i (z;m)) Zn:nu*/\ ) (i (b; 7))

= =1
— Zri/ (%I) d ZTsz pp U7 hb) ()\)
= Si(M) Sz (M) =1
~e / Fe U d(hg) (V) = (1 v) * X) (05 7)) O
Sa (M)

Corollary 4.36. Assume that T is NIP, u € IME (¢, M) and v, A € IMIV(C, M).
Then

(Lxv)x X=px (V).

Proof. As p is finitely satisfiable in M, there exists a net (Av(ﬁi))i ¢ converging
to p such that p; = (pi,...,ph,) and each p(y) is equal to tp(a;;/€) for some
a; ; € MY (see [CG22, Proposition 2.11| and [Gan22, Fact 2.2]). Then

(V) x X = ((gm@g) ) £\

2xProp. 4.24 ,. _
T i ((Av(p) +v) + )
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2xProp. 4.26 ,. 1 i
= 1 — i A
lim | — > (9 v) *

1 .
Js<n;

Thm 4.35 . 1 ;
=" lim [ — E P (v A)
iel |\ n;
1 .
J<n;

Prop 426 l'ienll (Av(p;) * (v % N))

Prop._4.24 (hIIIl Av(pi)> x (WxA)=px (V). O
1€

Corollary 4.37. Assume that T is NIP. Then (I (€, M), *) is a compact (Haus-

dorff) left topological semigroup with neutral element 0.

Proof. The corollary follows by Corollary 4.36, Propositions 4.24 and 4.25, and the
fact that if p, v € MM (€, M) then p+ v € ME (€, M), i.e., (6) of Lemma 4.23. O

Since (M (€, M), x) forms a compact left topological semigroup, one can study
it through the lens of Ellis theory. The semigroup (I (€, M), *) has minimal left
ideals which are disjoint unions of Ellis subgroups (e.g. see [Rzel8, Fact A.8]), and
so one might be curious about the possible Ellis groups one may encounter. The
next proposition essentially shows that studying Ellis groups in this context is not
interesting — they are all trivial. This phenomenon has been observed before in
the definable group setting and is related to the proof that there are no non-trivial

compact convex groups.

Proposition 4.38. Assume that T is NIP. Then the Ellis group is trivial for each
of the following semigroups:
(1) (MS(¢, M), %), (and thus the Ellis group of E(9Mz (M), conv(Aut(M))) is
trivial as well by Definition 4.13),
(2) (M3(€, M), ),
(3) (OMLV(&, M), *), provided * is associative (e.g. in case of a countable M
and countable language, cf. Theorem 4.39).

Proof. The proofs of all the three points are very similar and follow a similar argu-
ment from Proposition 5.10 in [CG23]). O

The following proposition reduces the problem of associativity of % in the NIP
setting to checking the associativity for the case of one type and two measures.

Proposition 4.39. Assume that T is NIP and p,v € M (E, M). If for every
p € SIV(E&, M) we have that

(pxp) xv=p*(u*v),
then the convolution product is associative on MY (&, M).

Proof. Fix ¢ > 0. Consider an £-formula ¢(Z;7) and a tuple b € €%. By NIP (Fact
2.9(2)), there exist p1 (), ., pr() € Supp(s), = (p1, - -, py), such that

sup [F™ 0D (q) — FLTE (g)] <e.
q€Sz (M)
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We claim that omp oony
sup [Ffn T (q) — FL T (q)] < e
q€Sz (M)
Indeed, notice that for any q € Sz(M) and ¢ = q with ¢ € €%, we have that

W g) = (el = [ 0 d(h). ()
Sz (M)

oPp

%)
F,u*l/

M /S o FL o7 dhe).(v) = (Av(p) + ) (9(@7)) = FL 01 %0 (9).

— oPP (7.7 OPP (.5
(s e Bi) = [ FEOD dhg). (060~ [ oy " )73

I
eS|
€
C]
S|
]
=)
N
QU
—~
>
i
SN—
S
*
S
S~—
I
[~

%(pi * (v \)(0(b;9))

where equation (f) follows by our hypothesis. As ¢ > 0 can be chosen to be
arbitrarily small, the statement holds. ([

Thus, the question from the beginning of this subsection reduces to the following:
Let p(y) € Sv(€, M) and let u,v € MV (€, M), does it follow that

(p*p)xv=px(u*v)?
When £ and M are both countable and T' is NIP, then the question above has
a positive answer. The proof is similar to the proof that the Morley product is
associative over countable models of NIP theories (again, in a countable language).

This essentially follows from the fact that Borel functions on Polish spaces are
well-behaved.

Theorem 4.40. Asumme that L is countable, T is NIP, and |M| = RXy. Suppose
that p,v € MEV(E, M) and p € S2V(E, M). Then p* (u*v) = (p* p) * v.

Proof. Fix an L-formula ¢(Z; ). Since p is invariant over M, it is Borel-definable
over M (i.e., see Fact 2.9). In fact, p is strongly Borel-definable over M, cf. Propo-
sition 2.6 in [HP11]|. This means that there exist M-type definable sets Ay,..., Ax
and By, ..., By such that

2 = U A; N B,
i=1

(see Definition 2.6 for df). Now, for each i < n, there exist sequences of Lz(M)-
formulas (0}, (7;¢;,)) jecw and (x;, (Z;d;,)) jecw such that:

i

(1) [eji('/i’éji)] 2 [9(j+1)i('f7é(j+1)i)] and [ij‘ (j7czjz)] - ([X(j“rl)i(x’dji)])?
(2) Njeulti (7,85,)] = [Ai] and Uje, X6 (%, 65,)] = [Bi]“.
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For each (k,1) € wxw, we consider the £-formula given by v, = /i, 0, (Z; Yer, )\

Xi;: (%; g, ), where g, and g, are the variables corresponding to ¢k, and d;, in the

enumeration of m. We compute;

© tim i () Ge0) | U | DBl n U @ d;o)

l—o0 k—o0

l—00 k—o0

(d

D lim lim () (U (15, (B2 5., )1 01 [, (B gd,)]))

l—o0 k—o0

< tim lim (1 ® ()2 (1)) (U (10k: (23 9x:)] N [xa, (m;yli)])>

l—00 k—o00

=1
= lim lim (F 5" o hy)dv
=00 k— oo Sm(G)
D im lim (E,* o hy)dy

l—o0 S,m(@) k—oc0

opp
(2/ lim lim (F,*' o hg)dv
S,

ﬁl(e) l—o00 k—o0

& / (FL™ o hy)dv = ((p * 1) * 1) (0(B: 7).
S (€)

Now, we justify some of the above equations.

T~ —
o=k

Straightforward from the definition.

Continuity from above and below.

Choice of 8 and x as decreasing and increasing families respectively.
Lemma 4.17.

Directly from the definition of the convolution product.

This is an application of the dominated convergence theorem. We claim
that for every fixed [, the sequence of functions limy_,o(F,*" o hy) con-
verges. Therefore, we can bring the limit inside the integral. It suffices to

opPp

prove that for any g € Sy (€), the limit limkﬁm(Fl’“’l oh;)(q) exists. Now,
let € = hi(g) and notice that

lim (F,*" o hg)(g) = lim F.*" (h(q))

k—o0 k—oc0

= lim (\/ Ok, (&5 Yar, ) A X, (& ycz,i))

i=1
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(he)«(n) (U[Ai] N D (2 du)]) :

i=1

(9) Similar to (f), another application of the dominated convergence theorem.
(h) Fix g € S5(€) and let € = hi(q). Notice that:

lim lim (F,"' ohg)(q) = lim lim F,*' (hz(q))

l—00 k—o0 l—00 k—oo

n
= lim lim 4 <\/ Ok, (& Tz, ) A xu, (& ydli)>
=1

l—00 k—o0

lim lim (he)s (1) (\/ Ok, (T; k) A X1, (5 du))

l—o00 k—o0 .
=1

n

(he)() | U | 105 @520 0 U I (1)

i=1 \j<k t<l
= (he)« (1) (Dy pp)-
After pausing for a breath of fresh air, we further compute:
(he)«(1)(Dy ar) = (p @ (he)« (1)) (0(5 7)) = (p* 1) (0(&: 7))
= Fu(hi(q) = (Ff, o hp)(q)- 0

Corollary 4.41. Assume that L is countable, T is NIP, and |[M| = Rg. Then
(MDY (¢, M), %) is a compact left topological semigroup with unit Otp(m/0)-

5. ADDING AN AFFINE SORT

A well-known construction of adding an affine sort, first studied by Hrushovski,
starts from a group G definable in a structure M and expands M by a new sort S
and a strictly 1-transitive action of G on S (and no other new relations or functions).

The purpose of this section is to argue, using the aforementioned construction,
that convolution for theories encodes convolution for definable groups. We show
that given a structure M with a definable group G, the convolution semigroup
for the expansion of M by an affine sort (with the appropriate choice of a partial
type) is isomorphic to the definable convolution semigroup over the definable group
G. Moreover, basic properties of measures (e.g., definable, fim) transfer along this
isomorphism. In particular, this encoding provides a rich source of examples of
generically stable and fim subgroups of the group of automorphisms of the monster
model. We begin with an auxiliary subsection containing general observations on
pushforwards.

As usual, we let € be a monster model of 7' and M be a small elementary
submodel.

5.1. Definable function transfer. Here we make some remarks regarding push-
forwards by definable functions.
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Fact 5.1. Let T and § be finite tuples of variables. Assume that f: €* — €Y is an
M-definable function. Let p € Mz (€) and f.(p) € My(€) be the pushforward of p
via f, where for any formula ¢(g) € £y(©), f.(0)(@(@) = u(e(f(2)). Then, if
is invariant over M [definable over M, Borel-definable over M, finitely satisfiable
in M, or fim over M|, then the measure f.(1) has the corresponding property.

Proof. The cases “invariant over M”, “definable over M”, “fim over M” are contained
in Proposition 3.26 of [CGK24|. The case “Borel-definable over M” follows be the
same very short argument as in the “definable over M” case (see Proposition 3.26(2)
of [CGK24]). The “finitely satisfiable in M” case is easy: Consider any formula
©(y,¢) of positive fi(u)-measure. Then 0 < fi(u)(p(7;¢)) = u(e(f(Z);¢)), so, as
w is finitely satisfiable in M, there is some a € M® such that = ¢(f(a);¢)) and
clearly f(a) € MY. O

Take the situation from Fact 5.1. Then f.|g, (¢): Sz(€) — Sy(€) is a continu-
ous map. As such it induces the pushforward map (f.|s,(e))s: Mz(€) — Ny(C)
(treating Keisler measures as Borel measures on type spaces).

Remark 5.2. (fils,(¢))« = f+-
Proof. Tt follows easily by the definition of pushforwards. O
The next remark is Proposition 3.26(4) of [CGK24].

Remark 5.3. f.[supp(u)] = supp(fs(u))-

5.2. Affine sort construction. We now begin the affine sort construction. We fix
an enumeration m of a small model M |= T, say m € M*. Assume that G(z) € £
is a (-definable group in 7. Then, let § = (g4 ) enumerate the elements of G(M)
starting from go = 1 (i.e., the neutral element of G(M)). We expand M by a new
sort S together with a regular (or strictly 1-transitive) action - of G(M) on S (and
no other new structure), and denote

M = (M,S,").

Then S is called the affine sort. Let us fix some so € S. Then S = G(M) - sy,
and 5 := g - 5o lists all the element of the sort S. Let § be a tuple of variable
corresponding to 5 and set 1 := (m;5). We use “L*"” to denote the expansion
of the language £, which corresponds to the structure M. Take a monster model
¢ = M; then € = (€,G(€) - 59, ) for some monster model € of T. We consider the
automorphism group of € and the map:

F: Aut(€) — G(€) x Aut(€)
o (gv 6'@);
where g € G(€) is the unique element such that g - d(sg) = so. Recall that the
group structure on G(€) x Aut(€) is given by:
(91,01) - (92,02) = (91 - 91(92), 9102).
For the next remark, see [GNO8, Proposition 3.3].
Remark 5.4. (1) The map F is a group isomorphism.
(2) The group G(€) x Aut(€) acts on (€, G(€) - s¢) via

(9:0) - (¢, g~ 50) = (o(¢), a(g")g™" - 50)-

The next fact is well-known and follows from [GNO08, Section 3|.
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Fact 5.5. After identifying Aut(€) with G(€) x Aut(€) thorough F, we have:
(1) Autfgp(€) = G(€)xAutfxp (), and Aut(€)/Autfkp(€) = G(€)/G (€)% x
Galkp(T') as topological groups; - -
(2) Autfr(€) = G(€)"0 x Autf (€), and Aut(€)/Autfy,(€) = G(€)/G(€)% x
Galy,(T) as topological groups.

We now define a partial type 7 and the associated relatively type-definable sub-
group H of the automorphism group of € (intimately connected to our fixed (-
definable group G) which are central to the rest of this section. Namely,

H:=G,e={0€Aut(C) : [n(o(n);n)},

where 7(Z,7; Z’, §') is a partial type (over 0)) expressing that “zy =¢ 'y and xz, =
x!, for a labeling the enumeration m € M?. In particular, z’ and 7 correspond to

m and §, respectively. Note that after the identification Aut(€) = G(€) x Aut(€),
we have H = G(€) x Aut(€/M). We have the following canonical embeddings:

G(€) 3 g~ (g,ide) € Aut(@),

Aut(€) 30— (1,0) € Aut(€),
under which we can present H inside the semi-product as follows:
H=G(€) - Aut(¢/M).
With H we associate the following collection of types in Sy (€):

Heg = [mn(@,95m)] = {p(2,9) € Sa(€) : =(z,5:7) C p(z.9)}.
Let € < ¢ = (¢, G(¢') - 50, ) be a bigger monster model, p(Z,7) € PNI@)%, and
(d,h - s0) = p. Then d = m and there exists 7 = (g,7) € Aut(€’) such that
T € Aut(¢€’'/M) and

(d,h-s0) = (9, 7) (M, - 50) = (1, (9ag ™"+ 50)a)-

We see that p(z,7) = tp(m, (9ag™" - 50)a /©).
We now define the map f which will lead to our transfer results:

f : E’@ﬁ — Sg(e:),

F(tp(m, (957" 50)a /0)) = to(g™"/0).

It is well-defined. To see this, consider any g,¢’ € G(€’) such that tp(m, (gag~'
50)a /€) = tp(m, (9ag’ ™' - 50)a /€). Then we can find (h, o) € Aut(€’/¢) mapping
(M, (99! - 50)a) to (M, (9gag’ ™t - 50)a). Thus, o € Aut(€’/€) and h = 1 (because
h=1 59 = 59, as 5o € €). Hence, ¢~ = o(g~!), and so tp(¢'~'/€) = tp(g~1/¢€).

Remark 5.6. The map f is a homeomorphism.

Proof. First, let us notice that f is a composition of two maps r : ﬁ@,ﬁ — S5(€)
and s : Sg(€) — Sg(€), where r is just the restriction to yo, i.e. p(Z, ) — ply,, and
s is given by tp(g-s0/€) ~ tp(g/€). It is explained in Proposition 2.22 from [KR16]
that s is a homeomorphism. Hence, it suffices to show that 7 is a homeomorphism
as well.

It is clear that r is a continuous surjection, so it remains to show that it is
injective (then compactness will imply that r is a homeomorphism). So consider
any g,h € G(€') such that
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£ (P (1. (909-50)a /€) ) = tp(g-50/€) = tp(h-50/@) = f(tp (1, (9ah-50)a /) )-
There exists 7 = (1,7) € Aut(€'/€) = {1} x Aut(¢’/€) such that 7(g-s¢) = h - so
and so h = 7(g). Then

7(m, (9ag - s0)a) = (M, (gah - s0)a),
and we obtain tp (1, (gag - 50)a /€) = tp (M, (gah - s0)a /€). O

In the next lemma, we change our convention concerning z, ¥, allowing them to
be finite tuples of variables from the home and from the affine sort, respectively.

Lemma 5.7. Each LY%-formula (z;y) (where T are from the home sort with
n :=|Z|, and § from the affine sort with m = |g|) is equivalent (in Th(M, sg)) to
the formula

(3t) /\G(ti)/\/\yi:ti'so/\sﬂ(f;f) ;

<m i<m

for a unique (up to equivalence in Th(M)) L-formula o(Z;t).
Proof. Let ®: S%(so) — Sé‘/é(f) (0) be given by

tp((ai)igns (hi -+ S0)i<m/50) = tP((@i)igns (Ri)i<m /D),

where S%(so) is the space of complete types over sq in the sense of M and S%({) ()

is the space of those complete types over () in the sense of M which contain the
formula A, ., G(t:).

By an argument similar to the proof of Remark 5.6, it can be shown that @
is a well-defined homeomorphism. Thus, each clopen [¢)(Z;7)] in S2(so) is the
preimage under ® of a unique clopen [p(Z;1)] in Sf\g@ (0), and this ¢(z; ) does the

xr
job. Uniqueness (up to equivalence) of ¢(Z; ) is also clear. O

We now focus on measures which concentrate on PNI@’T-L. We want to connect
the following two spaces of regular Borel probability measures: M(ﬁ@ﬁ) and
M(Sc(€)). M(Sc(€)) is identified with Me(€), and M(Hg ,) with

mmﬁ(é) = WW(E,Q%)(@) = {:“ € mi’ﬂ(é) : N([W(@@ﬁ)]) = 1}-
The homeomorphism f naturally induces a pushforward map
fo : M 7(€) — M (@),
which is a homeomorphism as well. For example, we have

(fe()(@(t:0)) = u(f (85 0)]) = u([(3t) (@ (t:B) A G(t) A yo =t 50)]).
for 1 € M, 7(€) and p(t;b) € L(C).
Note that H acts on the space Hg ;, i.e. ¢-p € Hgj for every 6 € H and
p E PNI@ﬁ. On the other hand, if p(z,y) € SIV(€, M) and & = (g,0) € H, we do
not know if & - p € SI™V (&, M), but we can still compute:

g-p=1(g,0) p=(g,ide) - p.
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Indeed, (g,0) = (g,ide) - (1,0) and (1,0) € Aut(€/M) does not move the M-
invariant type p. For a similar reason, for ¢ = (g,0) € H, if p € M, (@) then
G €My n(€), and if p € MIV(C, M) then
g pu=1(9,0) p=I(g,ide) p
The next lemma demonstrates how the action of H on M(ﬁ@ﬁ) interacts with
the pushforward of the map f.

Lemma 5.8. Let ¢ = (0,9) € H and pn € My 5 (€). Then
F:((g,0) - 1) = (o (fuln)) -
]

g
) for every [p(t;b)] C Sc(€) we can compute:

(9,
Proof. As (o,9) = ( (1,
(t; ((g.0) - 1) (f e (t:0)])
( 1
(

f+((g,0) - 1) (so(

(
=( g,ldc)( ;) - ) (£ ()]
= ((9,ide)(1,0) - ) ([(3(G(t) A p(t;b) Ao =t - 50)])
= (1,071 (g, ide)[BO(G(E) A p(t:5) Ayo =1 - 50)])
= u((1, 0™ HIEO(G(E) A p(t;b) Ayo = tg - s0)])
= u((1,0™HIEO(G(E) Ap(tg™"5b) Ayo =t - 50)])
= u([B)(G(E) Ap(ta (g0 () Ayo =t 50)])
= u(fHelte (g0 (D))
= (fer) ([p(ta (g™ 1); 071 (D))])
= (o (fer)) ([(tg~ "5 0)])
= (o (L)) - 97 (p(t:D)])- 0

Remark 5.9. For every ¢ = (g,0) € H and p € M, »(€) N MV (E, M) we have
fo@ ) = fulu) g7
Proof. Tt follows by Lemma 5.8, because ¢ - u = (g,id¢) - p. O

Corollary 5.10. For every p € My »(€) NMV(C, M), we have that p is left
H-invariant if and only if f.(u) is right G(€)-invariant.

Proof. 1t follows by Remark 5.9 and the fact that f. is bijective. ]

Our goal is to prove that the various properties transfer from M, 7(€) to M ().
We note that it suffices to check a finitary reduction. To prove that the properties
transfer, we describe two maps F and x such that for any finite subtuples of vari-
ables, the pushforward of the restriction of p to this subtuple along f is precisely
F o x. We show that both F' and x separately transfer the properties in question,
and thus our map f will transfer them as well.

Starting from this point and ending with Remark 5.18, we completely change
the meaning of 7', §’. Namely, let ' = () cs and §' = (v;)ier be finite subtuples
of T and 7, respectively, such that §’ contains yy and for every ¢ € I the there is
j € J for which m; = g; (recall that G(M) is enumerated via (gq)o with go = 1).
Let p: €%V — G(€) be the so-definable map given by

p(@’, (h; - so)ier) == ho.
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Let 0: G(€) — €' be the M-definable map given by

d(ho) = (m', (giho - s0)ier);
where m’ is the subtuple of m corresponding to z’. Note that § is a section of p,
Le. pod =idg(e). Thus, psods =idon, (@)
Let 7/ be the subtuple of 71 corresponding to Z'y’, ©'(Z', §';7') := ; .
and let Hc,ﬁ, = [r'(@,y';7")] C Szy(€). Note that p*[f{ ] = Sg(€) and
5.:[9¢(Q)] = f[@yﬁ,. In fact, using the choice of I, J,

Hg v = {tp(, (9ig™" - 50)ie1/€) 1 g € G(¥)}.
Let F: HQ ~ — Sc(€) be given by

F(tp(m, (9ig™" - s0)ier/€)) := tp(g~"/Q).

This is a homeomorphism (by an argument as in Remark 5.6 above). It is also clear
that F = p,]| fe . Since F' is a homeomoprhism, we clearly have

Remark 5.11. F,: M 5 (€) — Mg (€) is a homeomorphism.

Lemma 5.12. F. = p.lon , (¢

!

Proof. First, we show that F\ = (p«|s_, ,(@) l_, (@ Take p € My 7(C) and

7l

clopen U C S¢(€). We have Fi (1) (U) = (psl gz, )+(n)(U) = u((pul g, )7 U]) =
1((pls., @) ' UD) = (p«ls,, @)« () (U), where the third equality follows from

z'y z'y
the assumption that p is concentrated on H¢ A
On the other hand, by Remark 5.2, (p*|57,y,(¢ elon , @ = plom_, ., (&), Which

completes the proof. O
Lemma 5.13. F\ o d.|on,, () = idon, (@) -

Proof. Since 6,[Mg(€)] € My 7(€) (by Remark 5.3), using Lemma 5.12, F, o
Oulong (@) = Px © Oxlom (). We are done as py 0 0, = idgyn, (¢)- O

From Remark 5.11 and Lemma 5.13, we get
Lemma 5.14. F! = Oxlone (@) -
By Fact 5.1 and Lemmas 5.12 and 5.14, we conclude:

Corollary 5.15. Let p € M 7 (€). Then p is invariant over ]\_4_ [definable over
M, Borel-definable over M, finitely satisfiable in M, or fim over M| if and only if
the measure F,(u) has the corresponding property.

Consider the map y: S&(€) — S&(€) given by tp®(g/€) — tp%(g/€). It is
induced by passing from € to the reduct €. It is clear that x is a homeomophism
(where injectivity follows from the fact that Aut(€’/€) = Aut(¢’/€)|¢ ), and so is
the pushforward y.: M (€) — M (€).

Lemma 5.16. Let u € Mg (€). Then p is invariant over M [definable over M,
Borel-definable over M, finitely satisfiable in M, or fim over M| if and only if the
measure X« (u) has the corresponding property over M.
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Proof. (1) Invariance. (=) follows from the fact that Aut(¢/M) = Aut(€/M)|¢.
(<) Consider any £-formula ¢ (z,w, z), where x,w are from the home sort and
z from the affine sort. By Lemma 5.7, ¢(x, w, Z) is equivalent to

(HE) (/\ G(tl) A /\ zi =1; - So Aw(m,w,f)) s
i<m i<m

for a unique (up to equivalence) L-formula <p(:1: w,t). Consider any u € Mg (<),

an instance ¢($ a, (h 50)1<m) of 1/)7 and ( Qy, (hz 80)l<m) =M (&,( 80)l<m)

Then (a,h') =um (a,h), and so p(i(x, @, (h; - so0)i<m)) = o) (ol a, 1)) =

Ne (1) (90,3, 7)) = (2, @, (b - S0)i<m): )

(2) Definability. (=) follows from the fact that each £-formula over M in home
variables is equivalent to an L-formula over M (which holds by Lemma 5.7). For
(<=) consider any £*-formula (w0, Z) asin (1) and closed K C [0, 1], and choose a
formula o(z, w, ) as in (1). Since x.(u) is M-definable, {(a, h) : x.(u)((z,a,h)) €
K} is M-type-definable. As for h contained in G(€) we have y.(u)(¢(x,a,h)) =
pw((z,a, (hi - 80)i<m)), we conclude that {(a,b) : u(y(x,a,b)) € K} is M-type-
definable.

(3) Borel-definability. A similar argument.

(4) Finite satisfiability. Again follows easily using Lemma 5.7.

(5) Fim. For (=) first note that M-invariance of x.(u) follows from (1). Now,
consider any L-formula ¢(x,w). Let the formulas 0, (xo,...,Tn-1), n < w, be E?\g—
formulas witnessing fim for u € Mg (€) for the formula gp(:c w). By Lemma 5.7,
each formula 0,,(zo,...,2n—1) is equivalent to an £ys-formula 6], (xo, ..., Zp_1).

For («), again M —invariance of p follows from (1). Consider any £*-formula
¥(z,w, 2) asin (1), and take p(z,w,t) asin (1). Take £ys-formulas 6, (o, - .., Tn_1),
n < w, witnessing that x.(p) is fim for the formula p(z,w,?). It is easy to check
that the same 6,,’s witness fim for p for the formula ¥ (x, w, 2). O

Let f’: fI@ﬁ/ — S¢(€) be the composition x o F, i.e.

f'(tp(m', (9ig™" - s0)ie1/€) = tp(g ™" /€).
By Corollary 5.15 and Lemma 5.16, we get

Corollary 5.17. Let p € My 5 (€). Then p is invariant over M [definable over
M, Borel-definable over M, finitely satisfiable in M, or fim over M| if and only if
the measure fL(u) has the corresponding property over M.

Finally, note that f’ is the restriction of f to the variables 'y in the sense that
f = f or, where r: ﬁ@)ﬁ — FI@W is the restriction map to the variables Z'y’.
Therefore, for u € M, 7(€) we have fl(u|z5/) = fu(u). Using this together with
the next remark and Corollary 5.17, we conclude with Corollary 5.19.

Remark 5.18. A measure y € Mz;(¢) is invariant over M [definable over M,
Borel definable over M, finitely satisfiable in M, or fim over M] if and only if the
restrictions of p|z5 to all finite subtuples 'y’ as above have the corresponding

property.

Corollary 5.19. Let pn € M, 7 (€). Then u is invariant over M [definable over
M, Borel-definable over M, finitely satisfiable in M, or fim over M| if and only if
the measure f.(u) has the corresponding property over M.
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We conclude with a corollary which can be treated as a source of examples
of generically stable and fim relatively type-definable subgroups of the group of
automorphisms: starting from a generically stable [resp. fim] definable group G the
corollary yields a generically stable [resp. fim] relatively type-definable subgroup
of Aut(€). (Recall that the notions of a generically stable and fim relatively type-
definable subgroup of the group of automorphisms were introduced in Definition
2.24; the corresponding notions for definable groups can be found e.g. in Definitions
2.4 and 3.29 of [CGK24].) Before stating the corollary, let us list a few examples of

generically stable or fim definable groups.

e The definable groups with fsg (finitely satisfiable generics) in NIP theories
are fim by Remark 4.4 in [HPS13|. In particular, all definable groups in sta-
ble theories as well as all definably compact groups definable in expansions
of real closed fields are fim.

e Any pseudofinite group with NIP is fim (see Example 7.32 in [Sim15] and
Section 3 in [MT12] for a nice non-solvable example).

e Stable connected groups are generically stable: the unique left-invariant
global type is precisely the unique global generic type.

e The group (R,+, R, )nen, where the relations R, are local orders given
by R.(z,y) <= 0 < y—x < n, is generically stable. This is wit-
nessed by the unique global 1-type p € S(€) whose any/some realization
is not infinitesimally close to an element of € (using quantifier elimination
for Th((R,+, R, )nen) with constant 1 established in Proposition 4.8 of
[KP22]).

Corollary 5.20. G(€) is (right) generically stable [resp. fim] over M if and only
if H is (left) generically stable [resp. fim] over M.

Proof. Follows by Corollary 5.10 and Corollary 5.19. O

We are now ready to prove the isomorphism theorem advertised at the beginning
of Section 5.

From now on, we come back to the meaning of 7/, fixed in the paragraph
following Fact 5.5 (which was changed after Corollary 5.10), i.e. Z’ and 3’ corre-
spond to m and §, respectively.

Let us first remark that the role of the type 7(Z;y) from Section 4 is now played
by the type 7°PP(Z’, §'; Z,7) (in particular, the role of the tuple Z is now played by
the tuple Z'y’, and the role of § is played by Zg). Note also that by the definition of
7(z,y;7',y'), the types 7(z', §'; Z,y) and 7(Z,y; 7', §') are equivalent and G ropp ¢ =
G,.¢ = H is a subgroup of Aut(€).

Define the main two objects of interest:

S() = ﬁ@,ﬁ n S%nv(é’ M)7
S = My 0 () NMINY(E, M).

We will demonstrate that each of the above spaces is isomorphic to its corre-
sponding space over our fixed definable group GG. We first prove the case for types.

Lemma 5.21. The space Sy equipped with operation * is a compact left topolog-
ical semigroup. Moreover, we have the following isomorphism between topological
semigroups (the semigroup on the right is equipped with the Newelski product; see
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Section 2.5):

(807 *) _f—> (SICIJIV(Q:v M)’ *)7
where formally the map f above is the restriction of f to Sp.

Proof. By Remark 4.34 and Propositions 4.32 and 4.33, we know that (Sg, *) is a
left topological semigroup. By Corollary 5.19, we have that f (restricted to Sp) is a
homeomorphism between spaces Sy and Sg“’(ef, M). So we only need to show that

f(pxq) = f(p)* f(q) for p,q € So.

Let € = o =< ¢ be a bigger and bigger monster model sequence, and let p €
S(¢') be the unique M-invariant extension of p. There is h € G(€") such that
D = tp(m, (gah™" - $0)a /€'). There is also 7 = (g,7) € Aut(€’) such that 7(72) = ¢
and so ¢ = tp(1m, (gag ™" - 50)a /€). Since Aut(€’) 3 (g,idy) C (g,ider) € Aut(€”)
and (1,7) € Aut(€'/M), we get

7(p) = (9,ide’) (1, 7)p = (g, ider)p = tp(m, (gah ™ g™ - s0)a /).
Thus, using Proposition 4.29, we obtain
p*q=7(D)le = tp(m, (9ah™ 97" - 50)a /€) = f(p*q) = tp(h g™ '/Q).
On the other hand, as p is M-invariant, by Corollary 5.19, we have that e (p) =
tp(h~!/€’) is the unique M-invariant extension of f(p), where f ¢ is the counterpart
of the map f for the bigger monster model &'. Therefore, h=' = f(p)|ey-1. Since
q = tp(Mm, (gag™ ' - 50)a /€), we also have that g~ = f(q). Using the last two
t

observations together with the above formula f(p x q) = tp(h~lg~!/€), by the
definition of the Newelski product, we obtain

f(p)* flq) =tp(h'g™"/€) = f(p=q). O

We now show the isomorphism theorem for measures under the NIP hypothesis.
We first need the following lemma.

Lemma 5.22. Let p,v € S, and assume that p be Borel-definable over M and

there is ' € Smir{w(@,_M)J for a bigger monster model ¢' = €, such that p'|g = p
and supp(p') C SIV(€', M) (i.e. i is invariantly supported over M ). Then

felpxv) = fulp) * fu(v),

where the x-product on the right is the convolution product recalled in Definition
2.31.

Proof. Consider a clopen [p(;b)] C S¢(€) and note that

F et 0)] = [BO(G#) A @(t;d) A yo =t-s0)] = [¥(b;90)] C Sa(C),
for some ¥(Z',y';Z,9) € La g.z.5 - Without loss of generality we assume that b €
¢'7" (recall that #’ and §j' are copies of variables Z and 7, respectively, and in fact

¥ uses only (Z',7';y0) as variables (even only (Z';yo)), but we need to track full
tuples for the application of the definition of the x-product). Recall that in Section

4.2 we defined the map h; : S7(€) — Sz 5 (M) as follows:
By + t0(0(7)/E) = tp(o~ L (B)/ 1),
where & = (g,0) € Aut(€’). Note that by Lemma 4.23(7), S is closed under *, so

it makes sense to compute f,(y * v). Because supp(v) C Hg 5, we can compute

Felpxv)(o(t:0)) = (u* v)(4(b; o))
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= (1@ (hg)+ () (V(&',5; 2,7))
_ / ) (Fﬁb‘)pp(yo;f’@’) o hg)dy
S (€)

B A(&gm/é) W (@ (b);y0))dv =: (),
eH@,ﬁ

where 1/ € My (€') is the M-invariant extension of x given in the assumptions, and
where (on the last line) 7 = (g,0) € Aut(€’) is used in listing all the types from
the space Hg ;. Note that (n) = (_ (9ag™! " 80)a), so o € Aut(€’'/M). Consider
any p = tp(m, (gah ™" - 50)a /&) € H¢/ - N SIv(e! M), where h € G(¢”). Then
we have the following sequence of equlvalences the fourth of which follows by the
regularity of the action on the affine sort:

p € (e (0);m0)] == ¢(biyo) € ap = (g,ide)p
= (3)(G{)Ap(t;b) Ayg =t - 50) € tp(m, (gah g™ - 50)a /)

= (3)(GHt)Apt;b) ANh g s =t s0)
— k3 t)(G()/\SD(tgfl;b)Ah Yoso=1-50)
= pe [F)GE) Ap(tg™b) Ayo =1t 50)].

We see that
i (06 ®);90)] N Her 1 S5 (€ 0) ) =
u’([(ﬂt)(G(t) Ap(tg=b) Ayo =t - s0)] N Her , NSTV(E, M))-

Recall that g is invariantly supported over M, i.e. supp(y') C HQ, N Sinv (e M).
Thus,

O = Jttonar s 7 (GG Neplt™58) Ao = . 50)
€Hgn

Now, we will compute the other side of the desired equality. By Corollary 5.19
and the assumption that u is Borel-definable over M, we have that f.(u) is Bore-
definable over M. Thus, f.(u) * f«(v) is well-defined. Using Corollary 5.19 again
(but this time for ¢’ in place of €), we get that (f&), (1) is the unique M-invariant
extension of f,(u), where f ¢ is the counterpart of the map f for the bigger monster
model €. Using the fact that supp(v) C I}@ﬁ, we get:

((fem)) * (fe(0))) (0 ((fe (1))t ® (f(1))e,) ((t2 - t13D))

() ot - ds b)) df(v)

/tp(d/@eSG(@)

7, (90g " +50)a /é)((f@)*(“/)) (‘P(t g7l B))du

tp(m
€Hgn

ﬂpm,(gug o s W) ot g B)] )

E€EHg 5
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We have proved that f. (1 v)((t;0)) = (f. (1) = £ (1)) (0(t: D). O

Theorem 5.23. (NIP) The space S equipped with operation * is a compact left
topological semigroup, and Sy is its closed sub-semigroup. Moreover, the horizontal
arrows in the following diagram are isomorphisms between topological semigroups
(the semigroups on the right are equipped the Newelski product and definable con-
volution recalled in Defintion 2.31):

(S, %) —L> (9minv (e, M), %)

-

(Soy ) —= (SEY(€, M), ),

where formally the above f and f. are the restrictions fl|s, and fi|s, respectively.

Proof. By NIP and Lemma 4.23(7), we know that S is closed under *. By NIP,
the unique M-invariant extension of u to each bigger monster model ¢ > € is
invariantly supported over M (by Proposition 2.10), so we can apply Lemma 5.22
to get that f.: (S,x) — (MEV(C, M), *) is a homomorphism. By Remark 5.6 and
Corollary 5.19, we know that f, is a homeomorphism. Hence, as (%Y (€, M), *) is
known to be a compact left topological semigroup (see Fact 2.32), so is (S,*). O

Corollary 5.24. (NIP) Assume that M is strongly Ro-homogeneous. For every
JTRS E)Jtﬂ(x7y7n)(€) w is m-strongly finitely satisfiable in M if and only if fo(u) is
finitely satisfiable in M (which in turn is equivalent to p being finitely satisfiable in
M by Corollary 5.19). Moreover, we have

(ME(C, M), *) ———— (M, (€, M), *) < (MB(E, M), =),

it () r(Ein)

where on the left we have definable convolution, and convolution in theories in the
middle and on the right.

Proof. By Theorem 4.15, we have that (Dﬁbff (€, M), %) < (MEB(E, M), ).

(z,7;n)
By Corollary 5.19 and Theorem 5.23, the map “u +— f;'(p)” is an isomorphism
between (M (€, M), *) and (M, 7(€) NIMB(E, M), ). We show that
M () NS (E, M) = M (€, M).
The inclusion D follows by definition. Now, take p € M, (&) N MB(C, M )

[v(Z,7;b)] € S7r 7(€) such that 0 < u(y(z, ; b)) There is a clopen [p(¢;¢)] C Sg(€
such that £~ [p(t0)] = [9(z,5: B)] N [x(z g m)]. Hence,

0 < u(¥(@,5:0)) = fu(m)(p(t:0)),

and because f,(u) is finitely satisfiable in M, there exists ¢ € G(M) such that
E ©(g;¢). We have = (3t)(G(t) A p(t;E) Ag-sg =t - s0) and so

tp(m, (9ag - 50)a /€) € [ (4 0)] = [ (2, 7;0)] N [x(Z, 75 1)),
and finally 1 € 95, (€, M). O

nd
)
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5.3. Stabilizers. Finally, we make some connections regarding the stabilizer of
a measure and the stabilizer of its pushforward along the map f. In Section 6,
Proposition 5.25 (proved below) will allow us to deduce Conjecture 1.3 from our
main Conjecture (A) (in particular, we have the same deduction in the situations in
which we prove Conjecture (A)). Throughout this section, injectivity of f is used
many times without mention.

Take p € MY (C, M) := My 7(€) NME(C, M) and consider K := Stab(u) <

Aut(€). By Lemma 2.27, K is relatively n-invariant over M, ie. K = {T €

Aut(€) = p(7(n),n)}, where p(Z',7';Z,7) is a disjunction of (possibly infinitely
many) complete types over . Put ©(z',y';z,9) = [p(&',¥'; %, 7)] C S(0). We set

Keni=1{a(@,9) € $:(€) : g(z.9) € O, 5:7)}-
Note that also K < H (by Lemma 2.25).

Moreover, Ry :={g € G(€) : f.(1)- g = f«(p)} is an M-invariant subgroup of
G(@). This follows by Remark 5.9: for every o € Aut(€/M) and g € Ry we have

(fe(r)) - o(g)™! = fu((o(g),ide)n) = f((1,0)(g,ide) (1,07 ) = fulp),
because p is M-invariant, (1,0),(1,071) € Aut(¢€/M), and the equality (f.(u)) -
g~ ' = f.(u) translates into (g,ide)u = p. Therefore, there exists a disjunction
of (possibly infinitely many) complete types from Sg (M), denoted R(¢), such that
Ry = R(C).

Proposition 5.25. Let u € M, 5 (€)NIMIDY(E, M) and let K and R(t) be as above.
Then

(1) Ken = {tp(m, (9ag - s0)a /) : g € R(@)}.

(2) 11Ke,] = Sel@). i

(3) For every v € MIM(C, M), we have that v(Kg,) = 1 if and only if
LONSr@) =1

(4) For every v € MY (E, M), we have that v is left K-invariant if and only
if f+(v) is right R(€)-invariant.

(5) The measures u is the unique left K -invariant measure in MY (&, M) con-
centrated on K (i.e. u(f(@’ﬁ) = 1) if and only if f.(u) is the unique right
R(€)-invariant measure in MLV (&, M) concentrated on R (i.e. f.(n)(Sr(€)) =
1).

Proof. (1) First, we prove C. Let ¢(Z,7) € f(@,ﬁ and let & € Aut(¢’) be such that
7(n) = q. Since K is relatively n-invariant over M, there exists 7 = (g,7) € K
such that ¢(z,9) € [tp(7(72)/n)]. By Remark 5.9, we have 7 -y = p if and only if
(fe(n)) - g~ = fu(u). Therefore, 7 € R(€) x Aut(€/M). We see that
5(n) = 7(7) = M(gag™" - 50)a-
There exists some ¢ = (h, () € Aut(€’/n) (in particular ¢ € Aut(¢’/M) and h = 1)
such that
5(ﬁ) = E(m(gagil : 50)(1) = m(gaC(gil) ’ SO)ow

and we obtain that ¢(Z,7) = tp (m(9a((97") 50)a/€). Note that since g~' € R(€),
R(t) is M-invariant and ¢ € Aut(¢’/M), we get that ((g~!) € R(¢’), as required.

To show 2 in (1), we start from some g € R(€’). Our goal is to prove that
E p(m, (9ag - S0)a; 7). By the definition of R, there exists h € R(€) = Ry and
¢ € Aut(¢’'/M) such that g = ((h). We have that ¢ := (1,¢) € Aut(¢’/M) and
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that 7 := (h,id¢) € K (by Remark 5.9). Hence |= p(7(n);7n), in other words
E p(m, (gah - S0)a; 7). After applying ¢ to the last term, we obtain our goal.
Point (2) follows immediately from (1). Point (3) follows from (2):

V(Kg ) = v(f 7 f[Keal) = (f«()(Sr(Q).
Point (4) follows by K = R(€) x Aut(¢€/M) and Remark 5.9.

(5) Let v € M, 5 (€). Then v is a left K-invariant measure in MY (&, M) con-
centrated on K if and only if f.(u) is a right R(€)-invariant measure in MY (&, M)
concentrated on R. Indeed, we have M-invariant/M-invariant transfer by Corol-
lary 5.19. Then we can use points (3) and (4) of this proposition. Therefore f, is a
bijection between the set of left K-invariant measures in 9" (&, M) concentrated
on K and right R(¢)-invariant measures in 98V (€, M) concentrated on R, and the
conclusion follows. O

Corollary 5.26. Let p € PNI@,ﬁ N Sinv(&, M). Then the type p is the unique left
K -invariant type in SIV(€, M) concentrated on K if and only if f(p) is the unique
right R(€)-invariant type in SV (€) concentrated on R.

Proof. Follows by the proof Proposition 5.25(5) and the fact that f is a homeomor-

phism between ﬁ@ﬁ and Sg(€). O

6. ON CLASSIFICATION OF IDEMPOTENT FIM MEASURES AND GENERICALLY
STABLE TYPES I: RESULTS FOR TYPES AND KP-INVARIANT MEASURES

Classical results from harmonic analysis demonstrate deep connections between
measure theoretic objects living on a group and algebraic properties of that group.
As explained in the introduction, one of these connections is the correspondence
between idempotent probability measures and compact subgroups. In the context of
definable groups, a series of papers [CG22; CG23; CGK24]| studied the connections
between idempotent Keisler measures and type-definable subgroups and established
a family of connections. One of the main open questions from that line of research is
the following: Are idempotent fim Keisler measures in one-to-one correspondence
to fim type-definable subgroups via the map p — Stab(u) (see Conjecture 1.3)7
Under many different hypotheses, this question has a positive solution. Here, we
extend the conjecture to the setting of arbitrary theories and prove the conjecture
under several different hypotheses. We recall the conjecture below:

Conjecture (A). Let pu € 9MIV(¢, M) be fim over M. We know that Stab(u) =
Gr ¢ for some partial type 7(Z;3) - Z =p §. Then the following are equivalent:

(1) p is an idempotent, i.e. p* u = p.

(2) p is the unique (left) G, e-invariant measure in E)ﬁif(‘;h;g)(@, M).
In particular, there is a correspondence between idempotent fim measures in 9LV (€, M)
and relatively m-type-definable over M fim subgroups of Aut(<).

We remark that the conjecture above implies the conjecture in the definable
group setting. In other words, Conjecture (A) implies Conjecture 1.3. Indeed, let
G be a definable group. Notice that if 4 € 9EV(€, M) is fim over M, then Corollary
5.19 implies that f,1(u) € 9)1?(‘%7@%)(@, M) is fim over M (in the notation from
Section 5). By Lemma 5.22, we have that f;!(u) is idempotent if and only if u is
idempotent. Statement (5) of Proposition 5.25 finishes the claim working with the

“right” version in item (2) of Conjecture 1.3. (The equivalence between “right” and
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“left” version in item (2) of Conjecture 1.3 is a separate result which follows from
Proposition 3.33 and Corollary 3.34 in [CGK24].)

6.1. Examples of idempotents. The affine sort construction gives us many ex-
amples of idempotent measures in the context of first-order theories. Another source
for idempotent measures is Ellis theory combined with our results from Section 4.
Namely, a classical fact (e.g. see [Rzel8, Fact A.8]) tells us that every compact left
topological semigroup has a minimal left ideal which in turn is a union of groups
whose neutral elements are idempotents. On the other hand, in Section 4, we
proved that under NIP, 9 (¢, M) and OM2Y(¢, M) (here assuming additionally
that both the language and the model M are countable) are compact left topolog-
ical semigroups. These two observations together yield idempotent measures. In
fact, Proposition 4.38 implies that every minimal left ideal in any of the above two
semigroups consists only of idempotents.
Below we provide several explicit examples of idempotent measures.

Example 6.1 (Random graph). Let T' be the theory of the random graph. Let
M < € be models of T. For simplicity, assume that |[M| = Ry. Let m be an
enumeration of M. Let ®(y) be a formula without parameters. Then there is a
unique measure x in MM (€, M) which satisfies the following: For any finite sets of
parameters By, ..., By, possibly pairwise indistinct, and for any e: N x |J;_; B; —
{0,1} we have that

1 <<I>(y) A ;\ A Ré(i’b)(yi,b)> = { 2B+(1)+B = ®(m),

i=1b€B, otherwise,

where R!(y;,b) = R(y;,b) and R°(y;,b) = —R(y;,b).

We claim that p constructed above is a (#-definable idempotent, however it is not
finitely satisfiable in M and so not generically stable. Let us only prove idempotency
(the remaining properties are easy):

(1% p) (@@) AWA R€<i>b><yz-7b>>

i=1beDB;

~ (@ () (0 ( A/\/\RMM))

i=1beB

— [ BT drg). s
(%) _ A e(ib)(,,. _
= /,Uy (@(y) AN /\ /\ R (yub)> d(hb)*(u)i

i=1beB;

= (@(.@) AWAR (yi,b)> ,

i=1beB;
where .
0(7; ) == (y) A /\ /\ RO (y;, ).
i=1beB;

We now briefly justify equation (x). The map F

0 S5(M) — [0,1] is con-
stant on a set of measure 1. Indeed, we first observe that (hg

)* (M)i(/\a;ébeB Tp 7&
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2,) = 1 where B = J;_, Bi. Now, for any ¢ € [A\,pcp @b # 2o, we claim that
Fg(q) =pu (@@ AN, Nves, R0 (g, b)), since the value of the measure of the
formula depends only on the structure of the formula, not on any individual tuple
of parameters (as long as they are all distinct!).

Blow-ups give another example of interesting idempotent generically stable types.
We provide the following concrete example, but remark that this example clearly
generalizes to similar structures.

Example 6.2 (Blow-up). Let £ = {<,E}. Let T be the theory of the structure
M = (Q x N, <, E) where

(1) M E (g,m) < (p,n) if and only if ¢ < p.

(2) M = (g,m)E(p,n) if and only if ¢ = p.
The structure M looks like a dense linear ordering without endpoints, but each point
is replaced by infinitely many points. We remark that 7" has quantifier elimination
and is NIP. Fix € a monster model of T. Let m = ((q1,m1), (¢2,m2),...) be an
enumeration of M. For each point ¢ € QQ, there is a unique global type r; such
that (¢,m)Ex € ry for some/any m € N, for any a € M, r, F = # a, and ry is
generically stable over M. Consider the type

P(5) = @ o, ()

Then clearly p € S (€), and p is generically stable over M by Remark 2.14. More-
over, p is an idempotent, which follows from the second explicit formula for * in
Proposition 4.29 and the observation that a tuple a = (a;);<, realizes p|e if and
only if all a;’s are pairwise distinct, @ is disjoint from €', and a; E(q;,0) for every
i < w (where €' = € is a bigger monster model).

Finally, we give an example of an idempotent generically stable measure in a
stable theory.

Example 6.3 (Stable). Let £ = {E} be a binary relation symbol. Consider the
structure M,, which has n-many countable equivalence classes. For each class FE;,
let a; be a representative from F;. Let m be an enumeration of M,, such that for
every k > 0and 0 < j <n-1, M, Mpgnti EM(gt1).nt5- Let € = My, be a
monster model. Then for every o € Sym(n), there exists a unique global type p,
which concentrates on tp(m/@) such that for any a € € and ¢ € N, p - x; # a, and
foreach k> 0and 0<j<n-—1,

Do F xk~n+ana'(j)-

Then we claim that the measure p := m ZUESym(n) dp, is a generically stable
idempotent. Indeed, p is clearly invariant under all automorphisms of €, so gener-
ically stable (by stability of M,,) and idempotent by Lemma 6.5 and Proposition
6.6 below.

6.2. FIM subgroups, measures and types. We refer the reader to Definition
2.24 for the notion of a relatively m-type definable over M fim/generically stable
subgroup of Aut(€).

In this subsection, we prove some fundamental results about relatively type-
definable generically stable and fim subgroups of Aut(€). In particular, we prove
several results regarding uniqueness of measures which are invariant under the
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action by left translations by the elements of the relatively type-definable subgroups
in question.

Remark 6.4. By Corollaries 5.10 and 5.19, we can produce examples of relatively
m-type definable fim/generically stable subgroups of Aut(€). Simply, a fim [gener-
ically stable] over M, (-definable group G yields a fim [generically stable| over
M relatively - type—deﬁnable over M (even over M) group H < Aut(€) (in the
notation of Section 5).

Another point is that using the properties obtained in Section 5, starting from any
example of a (-definable group G with a definable global idempotent type [measure|
which is not concentrated on its right stabilizer, we obtain a corresponding example
of a relatively n-type-definable group over M with an analogous property; this shows
that generic stability [or fim] assumption in Conjecture (A) is necessary. Relevant
examples in the context of definable groups are given e.g. in Remarks 2.28 and 3.2
from [CGK24].

6.2.1. Uniqueness. As before, let M < € be enumerated by m and let T be a tuple
of variables corresponding to m, and let § be a copy of Z. Consider a (-definable
partial type 7(Z; ) which contains “Z = §” and assume that G ¢ forms a subgroup
of Aut(C).

By the last assumption and Remark 2.23, we know that Gr ¢ = Grorr ¢, which
together with the assumption that 7(Z;§) F Z = § implies that [r(m,7)] =
{tp(r(M)/M) : T € Gre} = [7(g;m)]. These basic properties will be in use
often without comment.

We are interested in measures p € 93?17?(‘;% 17)(6’ M) which are left G ¢-invariant,
i.e. invariant under the action of G ¢ induced from the standard action of Aut(€)
via pushforwards. Such an invariance implies the invariance under the right action
by *-product in the following sense:

Lemma 6.5. Let p1 € ;:“’ (€, M) be Borel-definable over M. We have

(m;9)
Gre-p={p} = pxSrmy) (€)= {u}

Proof. Consider q(§) € Sy(m.5)(€), an L-formula ¢(Z; §) and a tuple b € €*. There
exists o € Aut(€’) for some bigger monster model € > € with ¢ = tp(o(m)/€).
Let d € €7 realize tp(c~1(b)/M), then there exists h € Aut(¢’/M) such that
d = ho~!(b). Note that ha~*(m) = (bm =y dj A m(m; 7)), so there is € € €¥ such
that &€ = (b =p dy A w(m;y)). Then we find g € Aut(¢) with g(bm) = de and
note that g € G ¢.

We compute:

(1 @) (2(b:9) = (ny @ h3(0)z) (#(Z: 7))
= (F7"" %) o hy)(q)
= (so(d y)) = n(e(9(b);y))
= (g7 - ) (eb:9) = n(e®:9)). O

Proposition 6.6. Let u € sm;f(vm 37)(Qﬁ,M) be Borel-definable over M and right

Sr(mig) (€)-invariant with respect to x. Then p is an idempotent.
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Proof. Take an L-formula ¢(Z; ) and a tuple b € €7, For every q € Sy (5 (€) we
have

(F2" 00 0 hg)(q) = (1y © hy(9)z) ((%:9))
= (n*q)(2(b:9)) = p(p(b:9))-
Therefore, the fiber function is constant in the following integral, and we obtain:

(1 1) (0 (b)) = /S (@(F[f;pp(g””) o hg) dpz = 11((b; 7). O
(M)

By Lemma 6.5 and Proposition 6.6, we conclude:

Corollary 6.7. (2) = (1) in Conjecture (A) holds.

The implication (1) = (2) in Conjecture (A) is the more difficult one. Now, we will
examine when a (left) G e-invariant fim measure p € W?{m;g)(ﬁ M) is unique
among (left) Gr e-invariant measures in 9TT (€, M). This does not require
assumption (1) from Conjecture (A). Assumption (1) will be important to show
that a fim measure y € 9IV(€, M) is concentrated on [m(m;7)] (cf. Conjecture

6.20 and Corollary 6.21 for the case of types).

Question 6.8. (1) Do we have uniqueness of a (left) G, ¢-invariant type in
Sjrn(‘,’hiﬂ)(él, M) in a generically stable subgroup G ¢?

(2) Do we have uniqueness of a (left) G ¢-invariant measure in m?{m;g

in a fim subgroup G, ¢?

Remark 6.9. A positive answer to Question 6.8(2) together with the equivalence
between (1) and (2) in Conjecture (A) implies the in particular part of said con-
jecture.

Proof. Assume that the answer to Question 6.8(2) is positive. Then for any rel-
atively m-type-definable over M fim subgroup G of Aut(€) (defined by a partial
type m(Z; ) as above) there exists a unique measure pg € S)JT:‘("m;g)(Qf, M) which is
(left) G-invariant. Let J be the set of fim idempotent measures in MY (¢, M) and
G the set of relatively m-type-definable over M fim subgroups of Aut(€). Then we
have well-defined maps ®: J — G and ¥: G — J given by ®(u) := Stab(u) and
U(G) := pg. We need to show that ¥ o ® =id; and ® o ¥ = idg. Assume that we
have the equivalence between (1) and (2) in Conjecture (A).

The equality ¥ o & = id; follows since W(®(1)) = pstab(n) = M, Which holds
because p is a fim, (left) Stab(u)-invariant measure in DJT;“("m;y)(Qf, M) by (1) = (2)
(where 7(Z;y) F T = ¢ is such that Stab(u) = Gr.¢). To show that ® o ¥ = idg,
first note that ®(¥(G)) = ®(ug) = Stab(ug) and we want to prove that it is
equal to G. The inclusion D is immediate from the (left) G-invariance of pg.
For the opposite inclusion, consider any g € Stab(ug) and p € supp(ug). Since
e € Dnif(%;g)(c,M) (where 7(Z;y) F T = g is such that G = G, ¢), we see that
p = tp(h'(m)/€) for some h' € Ge := {0’ € Aut(¢') :l= w(o’(m);m)}. Take any
extension ¢’ € Aut(¢’) of g. Then tp(¢'h'(m)/€) = gp € supp(gpa) = supp(ua) C
S (mig) (€), hence g'h/ € Gy ¢, and so g’ € Gy e (as G e is a subgroup). Thus,
g € G, as required. O

We resolve the first question above in full generality with a positive answer.
We resolve the second question above with a positive answer under the hypothesis
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of NIP. In general, we do not need the NIP assumption, however we need the
assumption that the witnessing fim measure is super-fim, i.e., the Morley powers
of our measure are additionally fim (see Definition 2.12). We also give a positive
answer when the model M and the language are both countable. To be precise,
in the last two cases, we show the uniqueness of a (left) G, ¢-invariant measure in
93?1;(‘;% (€, M) which is additionally Borel-definable over M.
We first give a positive answer to Question 6.8(1).

Proposition 6.10. Let G, ¢ < Aut(€) be a relatively m-type-definable over M
subgroup which is generically stable (where without loss of generality w(Z;y) b & =
y). Let p € S;H(Zﬁ;y)(ﬁ M) be (left) Gr e-invariant and generically stable over M.

Then p is the unique (left) Gr ¢-invariant type in S;“(‘;ﬁ_g)(@, M).

Proof. Let q € S 5 (€, M) be (left) Gr ¢-invariant.

m(m;y
Claim 1. p|lpr = q|m-

Proof. Consider any formula ¢(Z;y). We have the following equivalences. (In
the justifications of these equivalences, one should bear in mind the properties
mentioned at the beginning of Section 6.2.1.)
(1) o(Z;m) € gz < ¢(Z;Y) € ¢z ® py, which holds by the assumptions that
¢z is G e-invariant and py € [7(m;7)].
(2) ¢(T;9) € ¢z ®py <= ¢(T;7) € py ® ¢z, which holds by generic stability
of p (see [PT11, Proposition 2.1(iii)]).
(3) ©(Z;79) € py ® ¢z < @(M;y) € py, which holds by the assumptions that
py is G e-invariant and ¢z € [7(m; T)].
Therefore,
p(T;m) € ¢z <= ¢(M;7) € py.
Applying this in the special case of ¢ = p, we get
p(z;m) € pz = p(M;Y) € py.
The last two equivalences imply
p(z;m) € gz == (T;m) € ps.
Since (Z;y) was arbitrary, we conclude that p|ar = ¢|a- O(claim)

As p is generically stable over M and ¢ is M-invariant, using the above claim,
we may conclude that p = ¢ (i.e., see [PT11, Proposition 2.1(iv)]). O

To settle Question 6.8(2) in the aforementioned situations requires more work.
We start from the following lemma whose proof is a measure-theoretic variant on
the proof of Claim 1 in the proof of Proposition 6.10.

Lemma 6.11. Let p,v € m?{m;g)(@ be Borel-definable over M and G ¢-invariant.
If v is fim over M, then p|y = v|nm.

Proof. Note that in this proof we use Borel M-definability only to be able to com-
pute Morley products. Consider a formula ¢(z;7). The map F£™% is constant
over [m(m;g)] 2 supp(uglam) and equal to v((Z;m)). To see it, first recall that
[m(m;9)] = {tp(r(m)/M) : 7 € Gr¢}. Then, by G, ¢-invariance, if 7 € G ¢ we
have

FZ&0 (tp(r(m)/€)) = v(p(@m(m)) = (1) (v) (p(@3m)) = v(p(z;m)).
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A similar argument shows that Ff;pp@;f) is constant over [7(Z;m)] 2D supp(vz|ar)
and equal to u(p(m; y)). Only the inclusion [7(Z;m)] D supp(vz|ar) requires a short
justification. It follows, because by assumption, [m(m;Z)] 2 supp(vz|a), and we

know that [r(m; )] = [7(Z;m)].
Claim 1. vz(o(z;m)) = (vz @ pug)(e(Z;7)).
Proof. Notice that

<%@@wmm:/

supp(p)

FE0an = [ vfp(am))du = viplzm)
supp(u)

O(claim)
Claim 2. (vz @ pg)(o(; 7)) = pg(e(m;y)).
Proof. By Theorem 5.16(a) from [CGH23a],

(Ve @ ug)(0(7:9)) = (g ® va)(@(T;9)) = / EF 00 dy = p(p(m; g)).-

supp(v)
O(claim)
By the above claims, we conclude that
ve(p(T;m)) = py(e(m; ).
Applying this in the special case of v = u, we obtain
pz(p(zm)) = pg(o(m; g)).
The last two exposed lines imply
va(p(@;m)) = pg(o(m; §)) = pz(p(T;m)).
Hence, we conclude that v|pr = u|pr, completing the proof. O

Lemma 6.12. In the following, we let y denote a tuple of variables. Let p,v €
M, (€) be Borel-definable over M with p|p = v|am, and let p be fim over M. If
(1) w is super-fim over M, or
(2) |L] < Rg and v is Borel-definable over a countable model,
then pu =v.

Proof. The proof follows the structure of the proof of Lemma 2.14 from [HPS13].
We first construct a measure A € M, (€) where y = (y;)i_, and for each i < w,
il = lyl.

(1) (Al)yl = Hy;-

(2) If nis even, then (An)yy,...yn = Vyr @ (An—1)y1,.yn_1-

(3) If nis odd, then (An)y,,..yn = Hyn @ (A—1)ys,.yn_1-

(4) A= Ui:l(An)yl,»--,yn-

Claim 1. We claim that A = u)|5;.

Proof. The proof proceeds by induction on the power of the Morley product. The
base case is obvious. Now, assume that A|as 4, ..y, = ugf)yn |ar and consider some

O(y1,..-,Ynt+1) € L(M). For odd n+ 1, let §:= (y1,...,¥yn) and notice that
MO, - yn41)) = (ynsr @A) (01,5 Yns1))
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_ 0P (Yn41;9) — 0°PP (Yn+1;9) (n) )
Ay(M) }7’,%”_*_1 d (>\n|M) /Sy(M) F“@n-u d (Ny ‘M
= u(n+1) (9(y1, ce 7yn+1))7

where the third equality follows from the induction hypothesis. When n+1 is even,
we compute the following

MO, - ¥ne1)) = (Vs @A) (01, -, Ynt))

= / FO°FF (Ynt159) d (Mn|as)
Sy(M)

Vyp41

(a) / 6°PP (414 157) ( (n)
" Fy Yn+159) I |M)
Sy(my Ut Y

= (V?/n-%—l ® U,v(jn)) (0(y13 R ayn—i-l)
% n
(:) (,U/?(; ) ® Vgn+1) (e(yh o 7yn+1))

0(Tyn
- / F ég)y d (Vg4 1)
Sunpy (M) H

Yy

O(F5Yn+1)
- /S (M) Fu,(jl/)y d (“yn+1|M)
Yn+1 v

—~
=

= ('u%n) @ p’yn+1) (9(%7 e 7yn+1))

(2 (Myn-%—l ® /j‘?(n)) (9(y1, R 7yn+1)>

= :U’(n+1) (9(y17 v ayn-i-l))‘

Equation (a) follows from the induction hypothesis. Equation (b) is the hypothesis
of the lemma. Equation (c) follows from the fact that fim measures commute with
Borel definable measures in arbitrary theories (i.e., Threorem 5.16.(a) of [CGH23al).

We now justify equation () under the two separate hypotheses of the lemma.
First, we suppose that p is super-fim over M. By definition, this implies that
p™) is fim over M. Again, by Threorem 5.16.(a) from [CGH23a], this implies that
1™ commutes with any Borel-definable measure, in this case Vy,..., and thus the
equation is justified.

Now we assume that |£| < Ny and that v is Borel-definable over a countable
model. Then v and p are Borel-definable over a countable model My < €. Theorem
2.13 from [CGH23a] implies that the Morley product of v with any Morley power
of 1 is Borel-definable over M, and any product of these measures is associative.
Hence, by associativity and Theorem 5.16.(a) from [CGH23a,

v =pep et =@pev)ou
=po@ep" V)= =" e,
and we derive (). O(claim)

Suppose that p # v. Then there exists an £, (€)-formula ¢(y;b) such that

w(p(y;b)) = r # s = v(p(y;b)). Then A(¢(yn;b)) is equal to r for odd n and to
s for even n. However, since p is fim over M, this implies that u is self-averaging

(cf. Definition 2.2 and Theorem 2.7 in [CGH23b]). In other words, because A|ps =



63

1) |r, we may conclude that
lim A((yi30)) = u(e(y;b)).

1—00
Thus, we have a contradiction. [l

Corollary 6.13. Let Gr¢ < Aut(€) be a relatively m-type-definable over M
subgroup which is fim (where without loss of generality =(Z;y) F T = y). Let

e ﬂﬁif(m;g)(@, M) be (left) G, ¢-invariant and fim over M. Then p is the unique
(left) G ¢-invariant measure in m?{m;g)(ﬁ M) which is Borel-definable over M,

assuming one of the following:

(1) T is NIP. (In this case, p is the unique measure in E)ﬁif(vm;y)(él, M) which
is (left) G e-invariant measure, since M -invariance is equivalent to Borel-
definability over M.)

(2) L is countable and M is countable.

(8) The measure p is super-fim over M.

Proof. Ttems (2) and (3) follow directly from Lemmas 6.11 and 6.12. Ttem (1) is
a particular case of (3), because NIP implies that fim measures are super-fim (see
Remark 2.14). O

6.3. Main conjecture for types. Here, we prove a variant of the main conjec-
ture, Conjecture (A), in the context of types under the various model-theoretic
assumptions. These results are similar to ones proved by the first and third author
(along with Chernikov) in the context of definable groups. These proofs are quite
similar and we refer the reader to Section 2 of [CGK24] to see for themselves.

As usual, we let € be a monster model of a fixed theory and €’ = € be a bigger
monster model in which € is small. Let M < € be enumerated by m and let y
be a tuple of variables corresponding to m, and let £ be a copy of §y. Consider a
(-definable partial type 7 (Z; y) which contains “Z = §” and assume that G ¢ forms
a subgroup of Aut(¢).

Below we first prove a counterpart of a fact on definable generically stable groups
(namely, see [CGK24, Fact 2.5(2)] and the proof of [PT11, Lemma 2.1]). Finding
the correct statement in the context of theories is not so straightforward (see the
example below). This proposition and the example illustrate both the similarities
and the differences between the definable group setting and the setting of arbitrary
theories.

Proposition 6.14. Let p € S;“(‘;ﬁ;g)(ﬁ M) be generically stable and (left) Gr e-

invariant. Then there ezists o € Aut(€’) such that =1 (m) = o(m) = p.

Proof. Take g € Aut(€¢’') with g(m) | p. It is easy to find a small N < &
containing € and satisfying g[N] = N. Choose f € Aut(€’) such that f(m) = p|wn.
Then f,g9 € Gr¢:. By the G, ¢-invariance of p, we get that p|x is G y-invariant,
and so g1 f(m) = p|n; hence, g~ f(m) = p.

Since p is generically stable and (f(m), g(m)) = p®), we get that (f(m), g(m)) =¢
(g(m), f(m)). Hence, there is h € Aut(¢’/€) such that h(f(m)) = g(m) and
h(g(m)) = f(m). So there exist x1,x2 € Aut(€’'/M) such that f = h=1gx; and
g = h™!fxo. This implies that f~!g = Xflg_lfxg.

Put 0 := g~ 'fx;*. Then o(m) = g~' f(m) = p. On the other hand, o~ (1)
x1ftg(m) = xaxi ' fxe(m) = g7 f () which equals o(m).

o
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The following example shows that one cannot strengthen the conclusion of Propo-
sition 6.14 by saying that for every o € Aut(¢’) such that o(m) = p, we have that

“(m) E p.

Example 6.15. We use the affine sort notation from Section 5. Let G = M :=
(Q,+). Let ¢ = tp(g/€) € Si(€) be the unique nonalgebraic complete type
over €, where g € €. Choose ¢ € Aut(¢’/M) so that 0=!(g) € €. Then
p = tp((g,0)(n)/€) € S (& M) = Hg, 0 SM(E, M) is (left) H-invariant
and idempotent in the stable theory Th(M) (Where recall that H < Aut(€) is
relatively n-type-definable over 1), but tp((g, o) ~1(n)/€) # p.

Proof. 1t is clear that p € ﬁ@ﬁ. It is also clear that f(p) = tp(—g/€) = ¢
and f(tp((g,0)7'(R)/€)) = f(tp((c~ (—g),07")(n)/€)) = tp(c71(9)/€) # ¢, as
tp(c~1(g)/€) is algebraic (where f: Hg , — Sg(€) is the homeomorphism from
Section 5). So, by Corollary 5.19, Remark 5.10 and Lemma 5.21, it remains to
show the following statements:

(1) g is invariant over M;
(2) ¢ is right G(€)-invariant;
(3) ¢ is idempotent.

All three items ((1) even over §)) follow easily from the fact that ¢ is the unique
nonalgebriac type in Sg(€). O

We begin by listing several properties of a generically stable type each of which
turns out to be equivalent to being concentrated on the stabilizer, and we call the
types with these equivalent properties generically transitive. We deduce from our
earlier observations that if a generically stable type is generically transitive, then
the main conjecture holds for this type. We then use it to prove the main conjecture
for types under the various assumptions.

Let p € SIV(€, M) be generically stable. Let p’ € SV(¢’, M) be the unique
extension of p to an M-invariant complete type over €. Let G = Stab(p), a
subgroup of Aut(€) which is relatively m-type-definable over M by Lemma 2.26,
so can be written as Gr ¢ = {0 € Aut(€) : |=w(o(m);m)} for some type m(Z;7)
without parameters such that 7(Z;§) contains “Z =y 7. Then p’ is definable over
M by the same defining scheme as p, and Stab(p’) = G ¢/. Recall that since G, ¢
is a group and 7(Z;y) F T =y ¥, we we have Grorr ¢ = Grovr ¢ and 7 (g;m) is
equivalent to 7(m; 7).

Remark 6.16. The following conditions are equivalent.

m(m;7)
For every o € Aut(€’) such that o(m) |= p, we have o(p) =

(2)

(3) There exists o € Aut(¢') such that o(m) = p and o(p’) = p’.

(4) For every A C € and for every o € Aut(€’) such that o(m) = p, if
b = plac—1(m), then a(b) = PlofAlm-

(5) There exists a small A C ¢’ containing M such that for every o € Aut(¢€’)
with U( ) ': p, if b ': p|Aa 1(m)s then U( ) ': p|cr[A

(6) There exists a small A C ¢’ containing M and o € Aut(Qf’) with o(m) |= p,

such that if b = Plac—1(m), then o (b) = plojajm-

(1) pe Sinv. (€, M), i.e. p extends the partial type 7(m; 7).
2
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Proof. (1) < (2) & (3). Consider any o € Aut(€') such that o(m) = p. Then we
have the following equivalences:

o(p)=p = 0€Gre = En(o(m);m) < p=tp(c(m)/€) € Sx(my ().
)

(2) = (4). We have tp(o(b)/a[Alm) = o(tp(b/Ac—t(m)) = o(p'|ac-1(m)) =
U(P')\U[A}m = p’\a[A}m = p|a[A]m-

(4) = (5) and (5) = (6) are trivial.

(6) = (3). Pick A and o witnessing that (6) holds. We will show that o witnesses
that (3) holds. Suppose not. Then there is a small B C €’ containing Ac—'[M] such
that o(p'|g) = o(1)|o(5] # P'lo(p). So thereis b € p'|5(¢') such that o(b) ¥ p'|,5)-
On the other hand, by generic stability of p over M C A, we have T)J/Arl(m) B.

[B], but also, since A and o witness (6), we get

This clearly implies o(b) J—’U[A]m o
o(b) |= plsajm- These two observations together with generic stability of p over M
imply that o(b) = p'|,p), a contradiction. O

Remark 6.17. In Remark 6.16, each assumption “c(m) = p” can be replaced by
cagfl(m) ': pw'

Proof. In items (2) and (3), it follows immediately from the fact that o(p’) = p’
if and only if o=1(p’) = p’. The proofs of (2) = (4) = (5) = (6) = (3) do not
actually use o(m) = p, i.e. if we replace this condition by o~!(m) = p in one of
these items, we automatically get this condition in the remaining ones. O

Definition 6.18. Following the terminology from Definition 2.13 of [CGK24], we
will call a generically stable type p € SV(&, M) generically transitive over M if
the equivalent conditions from Remark 6.16 hold.

Remark 6.19. Working in the set-up of Section 5: A type p € ﬁ@ﬁ is generically
transitive over M if and only if f(p) € Sg(€) is generically transitive over M.

Proof. (Warning: in this remark, there are two different relatively n-type-definable
over M subgroups of Aut(€) - the one from Section 5 fixing pointwise the home
sort, and the one given by Stab(p).)

By Corollary 5.19, p is generically stable over M if and only if f(p) is generically
stable over M. So in the proof of both implications below, these equivalent condi-
tions hold. Let f': Hg ; — Sc(€') be the counterpart of f from Section 5 for ¢’
in place of €.

(=). Assume that p is generically transitive, i.e. condition (3) from Remark
6.16 holds. This is witnessed by some & = (g,0) € G(€') x Aut(¢’) = Aut(¢’). As
a(n) Epe ITI@,%, we have that € Hg (i.e., the counterpart of H computed in
@’). By assumption and Remark 5.9, f/(p') = f'((p')) = f'(p')g~*. We also have
f(p) =tp(g~1/€), and f'(p') € Sg(€’) is the unique M-invariant extension of f(p).
So f(p) is generically transitive by item (5) of [CGK24, Remark 2.12].

(«<). Assume that f(p) is generically transitive, i.e. condition (5) of [CGK24,
Remark 2.12| holds. This is witnessed by some g € G(€’). Put ¢ := (¢~ !,ide/) €
Aut(€’/M) < Hg.. Then f(tp(a(n)/€)) = tp(g/€) = f(p) (by the choice of g), so
tp(5(n)/€) = p by injectivity of f. By the choice of g and Remark 5.9 (and the
fact that f'(p’) € Sg(€’) is the unique M-invariant extension of f(p)), f'(c(p’)) =
f'@hg=f'(p),soa(p) =p since [ is injective. Hence, p is generically transitive
by item (3) of Remark 6.16. O



66 K. GANNON, D. M. HOFFMANN, AND K. KRUPINSKI

By Propositions 6.6 and Corollary 6.10, using item (1) of Remark 6.16, we see
that Conjecture (A) for types is equivalent to the following:

Conjecture 6.20. An idempotent generically stable type is generically transitive.
(In other words, if a generically stable type is idempotent, then it is concentrated
on the type defining its stabilizer.)

The material from Sections 2.7-2.10 from [CGK24]| goes through in a slightly
simplified form. Namely, we do not need any stratified local ranks; we just use
standard local ranks (or Shelah degrees or thorn-ranks) and the trivial fact that
they are invariant under automorphisms in place of invariance under the action of
the definable group in question. In conclusion, we get the following:

Corollary 6.21. In every rosy (in particular, in every stable or even simple) the-
ory, each idempotent generically stable type is generically transitive. In particular,
Conjecture(A) holds for types in rosy theories. Moreover, in any theory, each idem-
potent type which is stable over some model M is generically transitive.

Corollary 6.21 together with Remark 6.19 and Lemma 5.21 yields the main con-
clusions of Sections 2.7-2.10 from [CGK24] without using stratified local ranks.

6.4. Main conjecture for special measures in NIP. In this section, we prove
Conjecture (A) under the NIP hypothesis, assuming the measure in consideration
is also Autfgp(€)-invariant. These measures are essentially controlled by their
pushforwards to Galgp(7T). Many of the results in this section are variants of the
ones proved in the definable group setting under the hypothesis of G%-invariance
(i.e., see [CG23]).

For a short overview of strong types and associated Galois groups see Section
2.6 and the general references in there. We will be using the notation from the last
paragraph of that section. Recall that M < € < ¢’ < €” and m is an enumeration
of M. The map pg will be denoted by p.

We will need the following classical fact (for a proof of surjectivity, e.g. see the
argument in [CG23, Proposition 3.4]).

Fact 6.22. Let f: X — Y be a continuous map between compact spaces. Then the
pushforward f.: M(X) — M(Y) is continuous. If f is also surjective, then so is

-
Applying it to our continuous surjection p: S (€) — Galkp(T), we get that
Pt My (€) = M(Galgp(T)),

is continuous, onto, and clearly affine.

In the case of a definable group G = G(M), the counterpart of our map p is the
natural continuous surjection from the space of global types concentrated on G to
G(€)/G(€)", and it is easy see (using coheirs) that the restriction of this map to
the types finitely satisfiable in G is still surjective so that one can still apply Fact
6.22 to this restriction. We first show an analogous result for theories.

Extending the context of Definition 2.16, a partial type r(y) which extends
tp(m/0) will be called strongly finitely satisfiable in M if for every formula o(7;b) €
7(7) there exists @ € MY such that @ = m and = o(a;b). By S55(V, M) we denote
the set of complete types over N concentrated on tp(im/0) and strongly finitely
satisfiable in M.
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Remark 6.23. If M is Ny-saturated and strongly Rp-homogeneous, then
S (M, M) = SB (M, M) = S, (M).

Proof. Tt is enough to show that Sy (M) C S35(M, M). Let p(g;m) € p(y)
Sin(M). There exist finite go C g and finite mg C m such that ¢(g, M) = o (Yo; M
for some formula g. Because tp(m/0) U {¢(y;m)} C p, we have

tp(m/0) 15, U {0 (o; m0)} € (Plmo)lgo-
Due to the Ng-saturation of M, this last type is realized in M by some ag. As M

is strongly Rp-homogeneous, m|z, = @o implies existence of o € Aut(M) such that
o(m|g,) = @o. Then a := o(m) realizes tp(m) U {¢(g;m)} in M. O

Lemma 6.24. Assume that M < N < € and p(y) € SE3(N, M). Then there exists
q(g) € S5(¢, M) such that p C q.

S
0)

Proof. Let r(j) be a maximal set of L;(€)-formulas which contains p(g) and is
strongly finitely satisfiable in M (such a maximal set exists by Zorn’s lemma). The
set () is a complete type. Indeed, let p(y;a) € L5(€) be such that ¢ ¢ r and
- & r. Then both r U {¢} and r U {—¢} are not strongly finitely satisfiable in
M. So there exists a finite set A;(y) C r(y) such that there is no a € MY with
a=mand a = Ay U{p}. Similarly, there is a finite set Az(g) C 7(y) such that
there is no a € MY with a = m and a = Ay U{—¢}. Because A (7) UAs(y) C r(7)
and r is strongly finitely satisfiable in M, there is @ € M7 such that @ = m and
a = Ay U Ay, but then @ must satisfy ¢ or ~¢ and we get a contradiction. O

Lemma 6.25. Assume that M is Rg-saturated and strongly Rg-homogeneous. Then
the map

is surjective. Thus, the map
Plsine (e ary : Si¥ (€, M) — Galp(T)
is also surjective.

Proof. We need to show that for every o € Aut(€) there exists p € S55(¢, M) and
7 € Aut(€) such that 7(m) E p|p and 7/Autfkp(€) = o/Autf xp(€). We check
that 7 = o works.

By Remark 6.23, tp(o(m)/M) € S&5(M, M). Hence, using Lemma 6.24, there
exists p € S55(€, M) extending tp(c(m)/M). Then o(m) = p|y, and we are
done. d

The next corollary follows from Fact 6.22 and Lemma 6.25, bearing in mind the
fact that for p € M7 (C):

(1) if the support of u is contained in S5(&, M), then pu € IMH (¢, M);

(2) if the support of p is contained in SZV(€, M), then u € 9IV(E, M).
Corollary 6.26. Assume that M is Rg-saturated and strongly Rg-homogeneous.
Then the map

pelonste (e vy M (€, M) = M(Galkp(T)),
is surjective. In particular, the map
Prlaminy (e ary MY (€, M) — M(Galkp(T)),

is also surjective.
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We use the symbol ® to denote the standard convolution product on M(Galgp(T)),
which was recalled in the introduction for arbitrary locally compact groups. We
will now argue that both p and p, are homomorphisms of semigroups.

Lemma 6.27. If p(3), q(j) € SV (€, M) then,

p(pq) = p(p) - pla),
and if T is NIP,
P« (0p * 0q) = ps(8p) ® pi(0g)-

Proof. Choose 7 € Aut(€’) and o € Aut(€”) so that ¢(y) = tp(r(m)/€) and
ple () = tp(o(m)/€’), where ple/ is the unique M-invariant extension of p to @’.
Let 77 € Aut(€”) be any extension of 7. By Proposition 4.29,

p*q=tp(r"a(m)/).
Thus,
plp+a) = p( tp (70(1)/€) ) = ver (per (tp (7"o(m) /")) )
= ten ((T”a)—l /Authp(e:”)) =ty (a—l JAutfgp(€”) - T”‘l/Authp(e”))
= verper (10 (o(m)/€")) - tnper (10 (7 (m) /"))
= p(tp (U(ﬁl)/Qi)) : p(tp (T(m)/Q)) = p(p) - p(q),

where the second and sixth equation follows from the diagram at the end of Section
2.6 applied to € in place of €.
Since dprq = 0p * 64, we have that

P+ (Op * 0q) = Ps(Oprg) = Op(peq)-
On the other hand, using the first part of the proposition, we have
P+(0p) ® px(0g) = dp(p) ® Op(q) = Fp(p)-pla) = Op(pra)-
By the last two exposed lines, we conclude that p. (0, * 04) = p«(0p) ® pu(dy). O

Theorem 6.28. Assume that T is NIP and pu,v € M (€, M). Then

p(p*v) = pu(p) ® ps(v).

Proof. The idea of this proof is similar to the one of Theorem 3.10 from [CG23]. It
is enough to show that for every f € C(Galkp(T')) we have

[ = [ fd(pw e e.00).
Galgp (T) Galgp (T)

Fix € > 0. Note that fop: Sz(€) — R is a continuous function so there exist
formulas {¢;(b; §) }i<n, where b € €% and real numbers 71, ..., 7, such that

sup  [(fop)(q) — Y rilpy, (@) <e

q(g)ESm () i<n

We observe that for every o € Aut(€) the following holds:
sup  [(fop)(o(q) — Zmlwi@@](a(q))l <€

a(9)ESm (€) i<n
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We introduce an auxiliary function H: Galkp(T) — R, given by

Ha)= [ 0 adp.(a).
beGalkp (T)

Note that H is continuous by Fact 417.B in [Frel0]. By the definition of convolution,
we see that

fd(p(p) ® p(v)) = / / f(b-a)dp.(u)y dp.(v)a
Gale(T) acGalkp (T) beGalkp (T)
= / H(a)dp.(v).
a€Galkp (T)

Before going into the main computation, we prove an approximation lemma.

Claim 1. For any p(y) € SIV(€, M), we have

(Ho p)(p) R, ZTi (F';f?pp(g;i) o hE) (p)

i<n

Proof. Choose o € Aut(€) such that o(m) = p|,p. Then p(p) = o~ /Autfkp(€) =
p(tp(o(m)/€)). Let o’ € Aut(€’) be any extension of 0. Notice

(H o p)(p) = / (- o)) dpu (1)
beGalg p(T)

= / f(olq) - p(p)) dp

qE€ESm ()

- / £(o(a) - p(0)) ds supp(u) C S (€, M)

qesi;:ze,M)

f(p(q) - p(tp(o(m)/€)) du

I
—

a€SYe any

= / f(p(g = tp(o(m)/€))) du by Lemma 6.27
9€S 3 e, )

= / (fop) ((0/(Q|¢')) |¢> du by Proposition 4.29
9€S 5 e ar)

= / (fop)(o(q)) du since o € Aut(€)
a€S2e

e / (D= rit o) (o(@) dp
qespv(en) S"

=2 / Lps(om1 @i (@) A

IS gesinv(e,M)
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= rip(vi(a7 (0):9)).
i<n

Now, let p = tp(7(m)/€) for some 7 € Aut(€’). Then 7(m) =, o(m), so there
exists h € Aut(¢€/Mb) such that ho(m) = 7(m). Thus, 7~ ho(m) = m and we
have that 7= 1ho € Aut(¢/M). Note that

o' () =y (77 ho) (071 (b)) =771 (b).

Since p is M-invariant, there is a unique M-invariant extension fi € 90UIV(¢’, M)
of u, and we have

> rin(vilo =N (i 0 9) = Y ECT D (ap(r(B)/M)
i<n i<n i<n
=S (BT o hy) (tp(r(m) /)
i<n

=3 (BT o) ().
i<n

O(claim)

Using the above claim together with the earlier observations, we complete the
proof of the theorem via the following computation:

fdp(pxv)= /(fop) d(pxv) =~ /an[w g A *v)

Galyp () S (€) S (€) 'S"
= Z ri (pxv) (Yi(b;9)) = Z ri (1@ (hg)«(v)) (¥i(2; 7))
i<n i<n
:Zn / (yf)oh dv = / (ZrlFuoppﬂzi Oh,;)du
i<n S (€) S (€) i<n
_ / (Z " Ffﬁpp(ﬂ;i) o hB) dv =, / (H o p) dv
sinv(e, M) ST sinv(e,M)
= / (Hop)dv = / Hdp.(v)
SﬁL(C) Gale(T)
= / fd(pa(p) ® pe(v))
Gale (T)
Because € > 0 was arbitrary, the desired statement holds. ([

Remark 6.29. Theorem 3.10 of [CG23]| follows from Theorems 6.28 and 5.23.

Proof. Let us work in the set-up of Section 5. Notice that the map pg restricted to
Sx(zg;n) (€) looks as follows

Sragn) (©) 30 plyy = to ((9,1de) (1)/11) = (97, ide) /Autficp (€),

for some g € G(€). Under the isomorphism Aut(€)/Autfkp(€) = G(€)/G(€)% x
Aut(€)/Autfxp(€) from Fact 5.5, (g7, ide)/Autfkp(€) is identified with the pair

(971/G(€)",id¢ /Autfkp(€)). Thus, we can compose pgls_ (29 (&) With the map
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(9/G(€)ide /Autfkp(€)) — g/G(€)% being an isomorphism of topological groups
between the image of pgls .. () and G(€)/G(€)% (which is the compact group
used in [CG23| in place of Aut(€)/Autfkp(€) in Theorem 6.28 above).

Let pg : p— g/G(€)% be the aforementioned composition, and let #: S&V(€, M) —
G(€)/G(€)% be the map described in Fact 3.1 of [CG23]. Then the following dia-
gram commutes (where f is the main homeomorphism from Section 5):

Sinv (¢, M) I Sy (&, N)

This induces the commutative diagram of pushforwards:

-1
(f77)« iy

(ZY;n)

MV (C, M) (€, M)

()«

M(G(€)/G(@)%)
Having this, Theorem 3.10 of [CG23] follows from Theorems 6.28 and 5.23. (]

Recall that the main goal of this section is to prove Conjecture (A) under the
NIP hypothesis, assuming the measure in consideration is additionally Autfkp(€)-
invariant. The next theorem is crucial for that. It is a counterpart of Theorem 4.11
from [CG22].

Recall from Section 2.6 that p&p was the quotient map Aut(€) — Aut(€)/Autfkp(€).
From now on, we will denote it by p. The corresponding map for ¢’ in place of €
will be denoted by pe.

Theorem 6.30. If T is NIP and pu € 9MEV(&, M) is an idempotent measure, then:

(1) supp(p«(p)) is a compact group and (p«(i))lsupp(p. (n)) 5 precisely the nor-
malized Haar measure on supp(ps« (1)),

(2) p~tsupp(p«(1))] is a relatively m-type definable subgroup of Aut(€) which
contains Stab(f),
(3) if additionally (v is Autfkp(€)-invariant, then

Stab(x) = p~" [supp(p. (1))]-

Proof. Proof of (1): Since T is NIP and pu € 9MZY(¢, M) is an idempotent, by
Theorem 6.28, we obtain that p.(n) € M(Galkp(T)) is also idempotent. Thus,
using the classical Fact 1.2, we conclude that supp(p.(u)) is a compact group and
p«(p) is precisely the normalized Haar measure on supp(p.(u)).

Proof of (2): By (1), supp(p«(x)) is a subgroup of Galkp(T), so p~[supp(p«(12))]
is a subgroup of Aut(€), because p is a group homomorphism. By (1), we also know
that supp(p.(p)) is closed, which together with the third diagram in Section 2.6
applied for N = M and the definition of the logic topology on Galkp (T') implies that
p~[supp(p«(12))] is relatively m-type definable. It remains to prove that Stab(u) C
p~ [supp(p« (1))

Let 0 € Stab(u). Then also 0= € Stab(u). We want to show that p(o) €
supp(ps«(u)). Consider an open neighborhood U C Galkp(T') of p(0).
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Claim 1. op=t[U] = p71[U - p(o)71].

Proof. Let us prove C (the opposite inclusion uses a similar computation). Consider
any q¢ € op U], i.e. ¢ = op for some p € p~[U]. Write p = tp(7/(m)/€) for
some 7 € Aut(¢’), and pick 7 € Aut(€) with 7(m) = 7'(m). Then p(p) =
771 /Autfkp(€) € U. On the other hand, choosing any extension ¢’ € Aut(¢’) of
o, we have op = tp(o’7'(m)/€) and o(7(m)) =Ls o’ (7/()), and therefore p(op) =
(o)7L /Autfkp(€) = 771 /Autfkp(€) - 0~ /Autfkp(€). Thus, p(op) € U - p(o)~?
as required. O(claim)

Using the fact that o~ € Stab(u) and the above claim, we have

(p+ () (U) = u(p ' [U]) = (™)) (o~ [U]) = plop™ [U]) = (ps(p))(U-p(0) ™) > 0,
where the inequality holds as id /Autfgp(€) € (U - p(o)™1) Nsupp(p« (1))

Proof of (3): By (2), it remains to prove D, i.e. that for every 7 € Aut(€) such
that p(7) € supp(p«(n)) we have 7.(u) = p. Since Stab(u) is a subgroup, it is
enough to show that (771).(u) = pu. Consider ¢(Z;9) € £, b € N%, and functions

f=(FE D o h ) S (€) = R,
hi= (FZ"" % o by) : S (€) = R.

As p is Autfkp(€)-invariant, both f and h factor thorough p: Sy (€) — Galkp(T),
via the functions f,h: Galkp(T) — R given by

F(0/Autfkp(Q)) == f(tp(6~" (m)/©)),

h(0/Autfxp(€)) := h(tp(87 () /C)).
Moreover, for every 0/Autfkp(€) € Galkp(T') we have

F(0/Autfip(€)) = u(@(07(0);9)) = h(0/Autfp(€) - 7/Auttp (€)).

Therefore, we can compute

(T (W) (0(5:9)) = p(p(7(8);9)) = (n* p) (p(7(b):9)) = / fdp

Sm (€)
= [ Forau= [ i@de.0)io)
Sm(€) Galp (T)
= [ )0 ® [ b))
Galkp (T) Galke (T)
= / hopdu= / hdp
Sm (€) ) Sm(€) B
= (1) (0(8:9)) = u(p(b:9)),
where (#) follows by the assumption that p(T) € supp(p*( )) and by (1). Since
©(b; ) was arbitrary, we conclude that (771),(u) = O

We now prove Conjecture (A) for Authp(Qf)—lnvarlant measures under NIP.

Theorem 6.31. Suppose T is NIP. Let p € IMBV(€, M) be Autfip(€)-invariant.
Then Stab(p) is relatively m-definable over M, say Stab(p) = G ¢ for m(Z;y) being
a partial type over () which contains “T =y §”. Then the following are equivalent:
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(1) w is an idempotent,

(2) wis a (left) G e-invariant measure in 93?1:(% (& M).

If v is additionally fim over M, then (2) is equivalent to
(2°) w is the unique (left) G c-invariant measure in I (€, M).

m(m;g)
Thus, Conjecture (A) holds under NIP and the additional assumption that p is
Autfgp(€)-invariant.

Proof. By Theorem 6.30, Stab(u) = pg ' [supp((pe)«(p))] is a relatively m-type
definable subgroup of Aut(€). Hence, we can indeed write Stab(u) = G, ¢ for 7 as
in the statement.

The implication (2) = (1) holds by Corollary 6.7. We prove the implication
(1) = (2).

Note that p is (left) G ¢-invariant. Thus, it suffices to show that u([m(m;y)]) =
1. By assumption, Autfxp(€) < G, e¢. Using compactness (or rather saturation
of @) and the fact that an automorphism o € Aut(€) belongs to Autfxp(€) if and
only if o(/m) =kp m, this implies that Autfxp(¢’') < Gy e .

To avoid confusion, in the computations below we will emphasize the monster
models over which we are working by writing them as subscripts of p and p.

Claim 1. pg*pelm(m; §)] = [(m;§)] (as subsets of S (€)).
Proof. Let p € Si(€), and let o € Aut(€’) be such that p = tp(c(m)/€). Then:
tp(0(m)/€) € pg ' pe ([x(m;7)])
= pe(tp(a(m)/€)) € pe([m(m: 7))
L weper (tp(o(m)/) Epc([ (m 7))
(cpcf tp (o(m)/€')) = pe( P(T(m)/ei)))
& (37 € Gre (tcspe/ tp (a(m)/€')) = teper (tp (7 (m)/c’)))
I

L 3r e Gre)(per (tp (cm)/€) = per (tp (T(m)/a’)))
e (37’ S Gﬂ—,@)(d S TAllthp(€ ))
L e Gre - Autfp(C) = Gre < tp(o(i)/€) € [r(m; 7)),

37’ S Gﬂ— ¢!

where (1) and (2) follow from the last diagram in Section 2.6, (3) from injectivity
of tg, and (4) from the above observation that Autfkp(€') < Gr e O(claim)
Claim 2. pe (fr(m; 7)]) = supp((pe)- (1),

Proof. Let o € Aut(€). By the explicit formula formula for pe (given before the
last diagram in Section 2.6), we have that

o/Autfkp(€) € pe([(m;7)]) <= (37 € Gre)(0/Autfkp(€) = 7/Autfkp(€)).

On the other hand, by the first paragraph of the proof of Theorem 6.31, we have
Gr.e = P [supp((pe)« (1)) Thus,

o/Autfxp(€) € pe([m(m;7)]) <= o/Autfkp(€) € supp((pe)s(p)).
O(claim)
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Using both claims, we can compute

([ (m; 9)]) = p(pe pelr(m: 9)]) = ((pe)« (1)) (pelm(m: 7))
= ((pe)+(1)) (supp((pe)+ (1)) = 1.
Finally, (2) < (2') follows by Corollary 6.13( ). O

Corollary 6.32. (NIP) Let G be a 0-definable group, let pn € IMEZY(E, M) be
G(€)P-invariant. Then the right stabilizer Stab(u) is a type definable subgroup
of G(€), say Stab(u) = H(C). Then the following are equivalent:

(1) w is idempotent, .

(2) wis a (right) Stab(u)-invariant measure in MG (C, M).
If v is additionally fim over M, then (2) is equivalent to

(2°) w is the unique (right) Stab(u)-invariant measure in MY (&, M).
Thus, Conjecture 1.8 holds under NIP and the additional assumption that p is
G (€)% -invariant.

Proof. We use the notation of Section 5. By Fact 5.5 and Remark 5.9, the as-
sumption that y is right G(€)%-invariant implies that f;1(u) is (left) Autfxp(€)-
invariant. Since y € MEV(C, M) [is fim, resp.], Corollary 5.19 implies that f,1(u) €
NIV (E, M) [is fim]. Therefore, the assumptions of Theorem 6.31 are satisfied for
the measure f_!'(u), and so the conclusion also holds. Then the conclusion of
Theorem 6.32 follows as explained in the paragraph after Conjecture (A) at the be-
ginning of Section 6. Only type-definability of Stab(u) was not explained there, as
it was assumed to be known (by [CG22, Proposition 5.3]). But it also follows from
relative n-type-definability over M of the left stabilizer of f;(x) (using Proposition
5.25(2) and Remark 5.6). O

7. NEWELSKI’S GROUP CHUNK THEOREM FOR AUTOMORPHISMS

In this section, we generalize portions of stable group theory to the context of
automorphism groups. This section is vital in proving the main conjecture in the
context of stable theories, which we will prove in Section 8. The main theorem
in this section is a counterpart of Newelski’s Group Chunk Theorem for groups of
automorphisms.

Let T be a complete first-order theory and € = T its monster model. Let ¢ be an
enumeration of €. Let T be a tuple of variables corresponding to ¢. Usually we use
“Z” to denote a tuple of variables corresponding to an enumeration of small model
M. However, in Subsections 7.1 and 7.2 we change the convention and use “Z” to
denote variables corresponding to the enumeration ¢ of the monster model € and
“Z'” for variables corresponding to the enumeration m of the small model M (with
# C z and m C ¢). In Subsection 7.3, we come back to the usual meaning of “Z”.
By ¢’ = ¢ we will denote a bigger monster model in which € is small.

Wnl —

Let 7(Z';¢’') be a partial type over () containing “Z’ =¢ ¢’ and such that
Ge = Gre = {0 € Aut(€) - = n(o(m);m)}
is a subgroup of Aut(€). Define also
Goe={0€Ge: Ep(o(c)a)},

where ¢(Z;a) is any formula with parameters a from €.
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We also set:
Ge = Gre = [7(@';m)] N S(€) = {p(z) € S:(€) : n(z';m) C p(z)},
G = Sp(aramy(M) = {p(T') € S (M) : 7(Z';7m) C p(')}.

7.1. Generics in G ¢. In the following material, the terminology and notation
from the paragraph preceding Remark 2.28 is used.

Definition 7.1. We say that a relatively definable subset D of G¢ is left [right/
generic if G¢ is covered by finitely many left [right] translates of D by elements of
Ge. A filter on the Boolean algebra Def(G¢) of relatively definable subsets of G¢
is left [right] generic if every set in this algebra is left [right] generic.

Remark 7.2. For a fixed formula ¢(Z;a), where @ is a finite tuple from €, for any
monster model ® = €, we have that G, ¢ is left [right] generic subset of G if and
only if G, o is a left [right] generic subset of Go.

Proof. In fact, p(z;a) uses ounly a finite tuple of variables z”. Let ¢’ be the corre-
sponding subtuple of ¢.

The conclusion for the left version follows from the observation that the condition
that G, ¢ is left generic means precisely that there are a,...,a, € G¢ - a (equiva-
lently, for every i, = 3%'(7(Z';m) A ma = Z'a;)) such that the type 3%/ (7 (z';m) A
mé’ = Z'Z") implies the formula ¢(Z";a1) V -+ V o(Z"; ay).

The conclusion for the right version follows from the observation that the condi-
tion that G, ¢ is right generic means precisely that there are ¢/,...,¢, € G¢ - &’
such that the type 37'(n(Z';m) A mey ...¢) = Z'Z]...Z)) implies the formula
e(@;a) V-V o(ay;a). 0

Proposition 7.3. Assume T is stable. Then for every formula ¢(Z;a) either G, ¢
or its complement in Ge (which equals G-, ¢ ) is left [right] generic. Thus, non left
[right] generic sets in Def(Ge) form an ideal, and so each left [right] generic filter
on Def(G¢) extends to a left [right] generic ultrafilter; in particular, o left [right]
generic ultrafilter on Def(G¢) exists.

Proof. We argue similarly to the case of type-definable groups from [Pil96, Chapter
1, Lemma 6.4]. Let us focus on the left version (the right version follows by a
symmetric argument). Let C' := (G1,G2, R) (a 2-sorted structure with sorts Gy
and Gy being copies of G¢ equipped with no structure), where C' | R(o,7) if
0 €7 -Gy (for 0 € Gy and 7 € G3). Let Te := Th(C).

Claim 1. R(z,y) is stable in Tc.

Proof. If not, then for every n < w there exist (0, 7;)i<n from Ge such that o; € 7;-
Gye < 1< j. Asthe condition o; € 7; - G, ¢ is equivalent to = ¢(0;(¢); Ti(a)),
we conclude that ¢(Z;7) is unstable, a contradiction. O(claim)

The rest of the proof is the same as in [Pil96, Chapter 1, Lemma 6.4], but we
give some details for the readers convenience. Note that for any o € G¢ (which we
identify with the corresponding elements in G; and G2) we have an automorphism
F, of C given by F,(g) :==0-g and F,(h) := o-h for any g € Gy and h € G5. Hence,
Aut(C) acts transitively on Gy and Ga, and so [S£° (0)] = 1 and |SES ()] = 1. Note
also that R(C,0) = 0 - G, ¢, in particular R(C,e) = G, e.

Claim 2. G, ¢ is left generic if and only if R(z, e) does not fork over () in Tc.
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Proof. By Claim 1, we get the following sequence of equivalences: R(z,¢e) does not
fork over the () in T if and only if some positive Boolean combination of conjugates
of R(z,e) in the sense of T is consistent and definable over ), if and only if there
exist 71,...,7, € Gy such that R(C,m)U---U R(C,7,) = Gy, if and only if there
exist 71,...,7, € Ge such that 7 - Gy e U---UT, - Gy e = Ge. O(claim)

Note that G-, ¢ = G¢ \ Gy,¢. By the proof of Claim 2 applied to —¢(Z;a) and
—R(x,y), we get that G, ¢ is left generic if and only if =R(z, e) does not fork () in
Tc. Since by Claim 1 either R(xz,e) or —R(z,e) does not fork over (), we conclude
that either G, ¢ or its complement in G¢ is left generic.

The remaining part of the proposition follows from the first part in a standard
way. U

We will say that G, ¢ is two-sided generic if there are 0g,...,0n—1,70,. .., Tm—1 €
G such that Ge = Ui<n,j<m 0i-Gper Ty

Corollary 7.4. Assume T is stable. Then the following conditions are equivalent
for a given formula o(Z;a) with parameters a from €.

(1) Gy¢ is two-sided generic.

(2) Gy is left generic.

(3) Gy is right generic.

Proof. (2) = (1) is trivial.

(1) = (2). By (1), Ge = Ui<n,j<m 0; - Ge¢ - 7; for some 0;,7; € Ge¢. By
Proposition 7.3, there exists a left generic ultrafilter D on the Boolean algebra
Def(Ge). Then there are ¢ < n and j < m such that ;G -» 7; € D, and so
po-(0i-GuerTj)U---Upg_1-(0; -Gy r ;) = Ge for some pg,...,pp—1 € Ge.
Hence, (po0;i) - Gpe U+ U (pr—10:) - Gpe = Ge, i.e. Gy ¢ is left generic.

The proof of (1) <= (3) is similar. |

We should remark here that Proposition 7.3 and Corollary 7.4 alternatively follow
from Theorem 4.7 of [Con21]. In order to see that, observe that each member of
Def(Ge¢) is stable in the sense of Definition 4.1 of [Con21| which follows from the
proof of Claim 1 in the proof of Proposition 7.3 above. For the reader’s convenience,
we decided to include complete proofs following a classical stability theory approach.
Further results in this subsection (in particular those involving A-ranks) do not
follow from [Con21]).

Because of the above corollary, one can speak about genericity of relatively defin-
able subsets of G¢ in the stable context without specifying left, right, or two-sided.
Hence we may forgo using these adjectives in this context.

Let S(Def(G¢)) be the Stone space of Def(G¢). Then - and -, naturally induce
left and right actions of G¢ by homeomorphisms on S(Def(G¢)), which we denote
by ® and ®,, respectively. With these actions, S(Def(G¢)) becomes a left and
right Ge-flow.

Recall that we also have two natural continuous actions of Aut(€) on Sz(€),
which (abusing notation) we also denote by - and -, namely:

o-p:=oa(p) ={p;0(a) : ¢(z;a) € p} =tp(d'(7'(c))/¥),

pro:=tp(r'(c(c)/0),
where 0 C ¢’ € Aut(€’) and 7/ € Aut(¢’) is such that tp(7'(¢)/€) Recall that

=p.
Ge = Gre = [7(@;m)] N S:(€) = {p(Z) € S:(€) : w(z';m) C p(z)}.
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Remark 7.5. - [resp. -, restricts to a left [resp. right] action of G¢ on Ge. This
restricted action will be still denoted by - [resp. -.].

Proof. This follows from Remark 2.22. O
Thus, these actions turn é¢ into a left and right Ge-flow.

Remark 7.6. The map f: Ge — S(Def(Ge)) given by f(p) := {Gy e p(7;0) € p}
is a well-defined isomorphism of left and right G¢-flows.

Proof. This follows easily using Remark 2.20. ]

An element p of Ge is said to be left [right, or two-sided] generic if any neigh-
borhood U of p is left [right, or two-sided] generic which means that finitely many
left [right, or two-sided] translates of U under G¢ cover G¢. By Proposition 7.3,
Corollary 7.4, and Remark 7.6, we get

Corollary 7.7. Assume that T is stable.

(1) There exists a left generic type p € é@. Moreover, every collection of left
generic clopens in é@ which is closed under finite intersections extends to
a left generic type in p € Ge. N
(2) For every clopen subset X of G¢ the following are equivalent:
(a) X is two-sided generic;
(b) X is left generic;
(¢) X is right generic.
(8) For every p € Ge the following are equivalent:
(a) p is two-sided generic;
(b) p is left generic;
(c) p is right generic.

Thus, speaking about generic types in é@ in the stable context, we will be
skipping the adjective left, right, or two-sided.

For the rest of this subsection, let us assume that 7' is stable. Denote by
Gen(Gg) the set of all generic types in Gg. It is clearly closed, and in fact a left
and right Gg-subflow of éc. We are going to present several characterizations of
when p € é¢7 analogous to the definable group case.

For a finite family A = A(Z;g) of formulas in variables Z, 3, by a A-formula
we mean a formula equivalent to a Boolean combination of instances of some for-
mulas from A. Recall that the rank Ra is a unique function from the collec-
tion of all consistent formulas ¢(Z) with parameters from € to Ord U{oo} satisfy-
ing: Ra(¢(Z)) > a+ 1 if and only if there exist pairwise inconsistent A-formulas
(¥;(Z))i<w (with parameters from €) with Ra(o(Z) A 9;(Z)) > « for all i < w. For
a partial type ®(Z) with parameters from €, Ra (7w (Z)) is defined as the minimum
of the Ra(p(Z)) where ¢(Z) ranges over all formulas implies by ®(Z). Stability of
the theory is equivalent to saying that all the Ra-ranks (for all possible finite sets of
formulas A) are less than oo (equivalently, less than w). By Mlta (¢(Z)) we denote
the A-multiplicity of the formula ¢(Z), i.e. the maximal number n < w of pair-
wise inconsistent A-formulas (¢;(Z))i<n such that Ra(o(Z) A 1;(Z)) = Ra(e(Z))
for all ¢ < n. Finally, MltA(®(Z)) is defined as the minimum of the multiplici-
ties Mlta (o(Z)) for ¢(Z) implied by ®(z) and satisfying Ra(¢(Z)) = Ra(®(Z)).
It is easy to see that Mlta (®(Z)) is the number of global A-types p(Z) such that
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RA(®(Z) Up(Z)) = Ra(®(Z)). For more details on Ra-ranks (including equivalent
definitions and fundamental properties which we are using below without mention)
the reader is referred to [Pil96; She91]. By the Ra-rank and A-multiplicity of
a closed subset of the space of complete global types we mean the Ra-rank and
A-multiplicity of the corresponding partial type.

By Ra(p) we mean the sequence of all Ra(p) (in some fixed order), where A
ranges over all finite collections formulas ¢(Z; 7). We say that Ra (p) is mazimal if
it is maximal coordinatewise among all EA (¢) when ¢ ranges over é@.

Remark 7.8. If p € Gen(Ge), then p does not fork over M.

Proof. Take ¢(Z;a) € p. Then finitely many left Ge-translates of the clopen
[¢(Z;a)] C Ge cover Gg. Since Ra is invariant under the left action of Aut(€), we
get

Ra(¢(#;a)) > Ralp(®;a)]) = Ra(Ge) = Ra(n(@';m) U tp(e/0)) > Ra(plm).

As this is true for every finite A, we conclude that p does not fork over M. O

Proposition 7.9. Let p € Ge. Then the following conditions are equivalent:
(1) p is generic;
(2) Ea(p) = Ra(Ge);
(3) Ra(p) is mazimal;
(4) for every o € Ge, the type o - p does not fork over M.

Proof. (1) = (2) follows from the proof of Remark 7.8.

(2) = (3) is trivial.

(3) = (4). Consider any o € G¢. Since Ra is invariant under the left action of
Aut(¢), by (2), we get that Ea (o - p) is maximal. Suppose for a contradiction that
o - p forks over M. Then Ra (o -p) < Ba((o - p)lar) = Ra(q), where ¢ € Gy is the
unique non-forking extension of (o - p)|as. This is a contradiction with maximality
of Ra(c - p).

(4) = (1). Take ¢(z;a) € p. We need to show that G ¢ is generic. The formula
©(Z; @) uses only a finite subtuple Z’ of . Let ¢’ be the subtuple of ¢ corresponding
to z”. Let M < N < € be such that N contains ¢’ and is |M|*-saturated, strongly
| M|*-homogeneous, but small in €.

Consider any o € G¢. By (4), o(p) does not fork over M, so also over N, and
so o(p)|z .z does not fork over N. Hence, by stability and smallness of |Z'Z"| in
N, we get that o(p)|zz~ is strongly finitely satisfiable in N in the language £y (in
the sense that for any formula ¥(Z'z") € o(p)|zz~ the type o(p)|zz7 .m0 U (T'T")
has a realization in N). In particular, there are m’,d” in N satisfying the type
o(z;0(a)) Am(Z'sm) A o(p)|zzrg. Pick 7, € Aut(N) with 7,(me”’) = m’d", and
any extension 7, € Aut(€) of 7,. Then | w(7,(m);m), so 7o € Ge. Also, |=
0(75(¢");0(a)), so = p(07 17, (¢");a). Thus, 017, € Gye, 80 071 € Gy - 7,y L.
We have proved that G = Uiel Gy,¢ -» 7; for an index set I small with respect to
¢, and some 7; € G¢. Using smallness of I, an easy compactness argument yields

a finite subset Iy of I such that G¢ = UieIO Gy,¢ » 7i- Thus, G, ¢ is generic. [

In the case of stable groups, one has left [right, or two-sided| invariant stratified
ranks. In our context, the usual Ra-ranks are left invariant. However, they are
not right invariant and we do not see a candidate for right invariant local ranks
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which would take finite values, witness forking, etc. Starting from a finite A, to
make the Ra-rank right invariant, a natural trick would be to take the closure of
A under all permutations of variables Z induced by Aut(€) or just by G¢. But this
transition often makes Ra (é@) infinite. For example, consider T to be the theory
of an infinite set in the empty language, M a countable model, 7(Z’;m) equal to
“z' =y m”. Then Ge = Sz(€). Starting from A(Z;7) := {x¢ = yo} and taking the
closure cl(A) under all permutations of Z, we easily see that Rca)(Sz(€)) = oo.
Even more: there is no possibly infinite set of formulas A(Z; %) containing the for-
mula xg = yo for which Ra is right invariant and Ra(Sz(€)) < oo. In particular,
it is not clear whether we could add the right version of (4) in Proposition 7.9.

Let Gea = {pla : p € Ge} and Gen(Gea) := {pla : p € Gen(Ge)} for any
finite A. By the equivalence of (1) and (2) in Proposition 7.9, we get that Gen(é¢ A)
is always finite. Thus, the left action of G on Gen(Gg) induces a left action on
Gen(G¢ A) which is transitive, and clearly Gen G¢ L A G¢ A) as Ge-flows.

Indeed, finiteness of GQH(GQ"A) is clear - the size of this set is precisely Mlta (Ge)
which is finite. To see transitivity of the left action of G¢ on Gen(ég, A), enumerate
Gen(éqA) as po,...,Pn_1 and choose generic clopens Xg,...,X,_1 in éq‘ which
are relatively defined by A-formulas ¢o(Z), ..., ¢n—1(Z) which separate the types in
Gen(ég,A) in the sense that for every 4, j < n we have that ¢;(z) € p; < i=.
Since finitely many left G¢-translates of each X; cover ég, we get that for every
1,7 < n there exists g € G¢ such that g X;N.X; is generic. This implies that gp; = p;
(as gp; is the only type in Gen(égA) containing g¢;(Z), and p; the only type in
Gen(CNJC,A) containing ¢;(Z)), so we have transitivity.

Remark 7.10. Let A be a finite collection of formulas, and let X be a clopen
subset of G¢ relatively defined by a A-formula. If RA(X) = Ra(Ge), then X is
generic.

Proof. Without loss of generality Mlta(X) = 1. Present ég as a disjoint union
X&U...UX2 of clopens relatively defined by A-formulas such that Ra(X£) =
Ra(Ge) =: N and Mlta(XA) = 1. Then XA is generic for some i. Hence,
RAa(X NgXA) = N for some g € Ge¢. Since X and gX2 are relatively A-defined
and of A-multiplicity 1, we get that RA(X A gX2) < N. So X A gX?2 is not
generic by Proposition 7.9. Since gX2 is generic, we conclude that X N gX2 is
generic, and hence so is X. O

Note that this remark yields an alternative proof of (3) = (1) in Proposition 7.9.
Namely, assuming that RA( ) is maximal, by (1) = (2) and existence of generics,
we get that RA( ) = RA(GQ:) Hence, p is generic by Remark 7.10.

By the same argument, we get the following variant of the characterization of
generics via local ranks. Below A’ ranges over all finite sets of formulas ¢(Z’'; ),
and

éam = S‘/r(ic/;m)(e:) = {p(a‘c’) € Sn(€): ’/T(:Z'/;T_TL) c P(E/)}

Then we have a left action - of G¢ on ég’m defined as before (but we do not have
a natural right action). Left generics are defined in terms of this action as before.
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Proposition 7.11. (1) For each finite A, every clopen subset X of C:‘Qm rel-
atively defined by a A'-formula and with Ra/(X) = RAr(ég,m) is generic.
(2) Letp € égm. Then the following conditions are equivalent:
(a) p is generic; N
(b) I?:A’ (p) = Rar(Gem);
(¢) Ra/(p) is mazimal.

Proposition 7.12. Gen(Gy¢) is bounded and the left action of Ge on Gen(Gy) is
transitive.

Proof. First, we prove transitivity. Consider any p,q € Gen(ég), and we need to
show that there exists 0 € G¢ with o -p =0o(p) = q.
For each finite A present G¢ as a disjoint union X4 W. ..U XT?A of clopens rela-

tively defined by A-formulas such that Ra(X2) = Ra(Ge) =: N and Mlta(XA) =

1 for all ¢ < na. Then, by Proposition 7.9 and Remark 7.10, Gen(Ge a) =

{s§,...,s5.} with s& € X. So, for any r € Gen(Ge) and finite A there ex-
A

ists a unique i, < na such that r|a = si-

By transitivity of the action of G¢ on Gen(éa A), we get that for every finite
A GA={oecGe:o- sﬁ = sfq} is non-empty. On the other hand, we will see
that it is relatively type-definable. Using compactness, this implies the existence of
o€ Ge witho-p=gq.

Note that GA = {0 € G¢ : RA(O'[Xi%] ﬂXﬁ) > N}, and a fundamental property
of Ra-ranks implies that this set is relatively type-definable, so we are done. (In
fact, one can see that this set is even relatively definable in é@, which we leave as
an easy exercise.)

Now, we show that Gen(G¢) is bounded.
Claim 1. For any p € Gen(ég) and 0,7 € G, if o(m) =pr 7(M), then o -p = 7-

Proof. By assumption, there is p € Aut(€/M) C G¢ such that p(o(m)) = 7(m).
Then 7 1po € Aut(€/M) C Ge.

By Proposition 7.9, both p and ¢ - p do not fork over M, and so p and o - p are
M-invariant (by stability). Therefore, by the previous paragraph, p-(c-p)=o0-p
and (77 1po)-p=p. Hence,o-p=p-(0c-p)=7-p. O(claim)

We can find a set I of cardinality at most |Sy(M)| (which is clearly bounded)
and a family {o; : i« € I} of elements of G¢ such that for every o € G¢ there
exists ¢ € I such that o(m) =y o;(h). Then, by transitivity of the action of G¢
on Gen(Ge) and the above claim, Gen(Ge) = Ge -p = {o; : i € I} - p which is
bounded. O

Proposition 7.13. For every p € Gen(CNJC), Stab(p) := {0 € G¢ : o-p = p}
is relatively type-definable of bounded index, and as such it contains the mormal
closure in Gg of Aut(€/M).

Proof. Bounded index follows from boundedness of Gen(ég). Relative type-definablity
is clear: Stab(p) is precisely the intersection of G¢ with the pointwise stabilizer of
the canonical base of p which is contained in M1 (as p is definable over M by
Proposition 7.9), and so Stab(p) is relatively m-type-definable over M. For the
additional conclusion, we adapt the argument from [HKP20, Proposition 4.5].
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Assume that H is a relatively type-definable subgroup of G¢ of bounded in-
dex. Then the intersection of all conjugates of H is an intersection of boundedly
many of them, so it is also relatively type-definable and of bounded index (formally
one should be more precise here, but we skip the details). Thus, without loss of
generality, H is a normal subgroup of G¢.

Choose a type 7'(Z;b), where Z is a short subtuple of # which corresponds to a
subtuple @ of ¢ and b is a short tuple from €, so that

(%) H = {0 € Aut(¢) := 7'(0(a); b)}.

The orbit equivalence relation E of the action of H on G¢(a) := {c(a): 0 € G¢}
is bounded and invariant under the action of G¢.

On the other hand, whenever @’ =), @”, where @’ and @’ both belong to G¢(a),
then there is a sequence (ap, as, ... ) such that both (@', ay,...) and (@”,a;,...) are
M-indiscernible. Using the fact that Aut(€/M) < G¢ and taking this sequence of
length greater than the number of classes of E, we get that there are i # j such
that E(a;,a;). By the fact that Aut(€/M) < Ge, we get that any two distinct
elements of each of the above two M-indiscernible sequences are FE-related. We
conclude that E(a’,a").

Now, consider any o € Aut(€/M). By the last paragraph, E(a,o(a)). Hence,
there is 7 € H such that o(a ) = 7(a). Then 7~ 'o(a) = a and o = T(T Lo). Slnce

() shows that H Stab(a) = H (where Stab(a) := {p € Aut(€) : p(a) = a}), we
conclude that ¢ € H.
So we have proved that Aut(¢/M) < H. O

Let res: é@ — G be the restriction map to the variables 7’ and to the set of
parameters M, where G := Sr(zm) (M) = {p( Y € Sp(M) : w(Z';m) C p(&')}.
Let Gen(G) denote the set of all types p € G such that for every o(Z';m) € p the
set G ¢ is generic. Here and below we treat ¢(z'; m) as ¢(Z; m) whenever needed.

Proposition 7.14. The map res |Gen(§¢) is a homeomorphism from Gen(ég) onto
Gen(G).

Proof. Tt is clear that res[Gen(G¢)] € Gen(G). The opposite inclusion follows from
Remark 7.6 and Corollary 7.7.

For injectivity, take any p,q € Gen(ég) with res(p) = res(q). By Proposition
7.12, we can find o € G¢ such that o(p) = ¢q. Take 7 € Aut(€’) with p = tp(7(¢)/€).
Then o' (7(m)) =p 7(T), where ¢’ is any extension of ¢ to an automorphism of €.
So o'(t(m)) = 77( (m)) for some n € Aut(¢’/M). Then (r—in=i7)(v7to'7)(m) =
m. Therefore, o’ belongs to the normal closure of Aut(¢’/M). By Remark 7.2
and the argument as in the first paragraph of this proof, we get that p extends
to p’ € Gen(ég). Using Proposition 7.13 for € replaced by €', we conclude that
o(p’) =p'. Hence, ¢’'(p) = p, so ¢ = p.

Continuity of res is trivial, hence res|q,, &) Gen(Ge¢) — Gen(@) is a homeo-
morphism by compactness of the relevant spaces. O

Recall that A’ ranges over all finite sets of formulas ¢(z'; 7).

Proposition 7.15. Let p € G. Then the following conditions are equivalent:
(1) p € Gen(G);
(2) Ba(p) = Ba(Gem);
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(3) Ra/(p) is mazimal (among Ra/(q) for q € G).

Proof. (1) = (2). By Proposmon 7.14, p = res(q) for some g € Gen(Ge). Then
qlz € Gen(Ge,m). So Rar(dlsr) = Rar(Gem) by Proposition 7.11. As (qlar) s = p,
we get Ra/(p) = RA/(G¢ i)

(2) = (3) is trivial.

(3) = (2). It follows from (1) = (2), because Gen(G) # 0.

2)=(1 ) Let p € G¢ m be the unique nonforking extension of p. Then Rar(p) =
ﬁA/( ) = R (G¢ i), SO P is a generic element in G¢ = by Propos1t10n 7.11. We fin-
ish using the following variant of Remark 7.6: The map f’: G¢ m — S(Def s (Ge))
given by f(p) := {Gye : ¢(2’,a) € p} is a well-defined isomorphism of left G-
flows, where Defy;,(G¢) is the Boolean algebra of relatively m-definable subsets of
Ge. O

7.2. Convolution product of types in stable theories. Recall that we defined
the convolution product on SiZV(&, M) which was explicitly described in Proposition
4.29:

pxq=oc(ple)le,
where ¢(7) = tp(o(m)/€) for some o € Aut(¢’) and p|e is the unique M-invariant
extension of p to €.

For the rest of this subsection, assume that T is stable. Then a type p € S(€) is
invariant over M if and only if it is the unique nonforking extension of p|y;. Hence,
the restriction map SV(¢€, M) — S5 (M) is a homeomorphism which induces a
semigroup operation * on Sy, (M) given by

pxq:=o(p)lm,
where o € Aut(€) satisfies o() = ¢ and p € Si7(€) is the unique global nonforking
extension of p. We leave as an easy exercise to check that this is well-defied (i.e.
does not depend on the choice of o), and that it is indeed induced by the above
restriction map. In particular, (Sm (M), *) is a left topological monoid.

Remark 7.16. The map * on S (M) is separately continuous.

Proof. Right continuity follows from definability of types. Alternatively, note that
(p*q)(0(x';b)) = (p® hz(q))(0(z'; 7)) is composition of continuous functions. O

The above discussion applies to (€, €’) in place of (M,€). Thus, we have a
separately continuous semigroup operation * on Sz(€) given by:

p*q:=o(p)le,
where o € Aut(€’) satisfies 0(¢) = ¢ and p € Sz(€’) is the unique nonforking
extension of p. Then SI"V(¢, M) is closed under *. Indeed, assume that p,q €
Sinv(g, M). If @ =p; b are tuples from €, then a =,(5) b by M-invariance of q.
Hence, 0~1(a) =; o~1(b). Hence, we get the equivalence p(z;01(a)) € p +—=
o(z;071(b)) € P, because p is €-invariant. So we get M-invariance of p ¢, as the
left hand side is equivalent to ¢(Z;a) € p * ¢ and the right side to ¢(Z;b) € p * q.

Remark 7.17. Let res: SV (¢, M) — Sy (M) be the restriction map to the vari-
ables 7’ and to the set of parameters M (i.e. the map introduced before Proposition
7.14 but on a modified domain). Then res is a homomorphism of semigroups, i.e.

ves(p # q) = res(p) * res(q) for any p,q € S4(€).
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Proof. Follows easily from the definitions. (]

In order to apply some topological dynamics to our *-product, we need to treat
Sz(€) as an Aut(€)-flow with respect to the following left action:

cep:=p-,0 ' =tp(r(c7(e)/¢),
where 7 € Aut(¢’) is such that tp(7(¢)/€) = p. Whenever (in this subsection) we
do not explicitly mention an action of Aut(€), we always consider e.

Lemma 7.18. (1) For every o € Aut(€) we have o @ ¢ = tp(a~1(¢)/€) * q.
(2) The assignment ®: p — l,, where I,: Sz(€) = Sz(€) is given by l,(q) =
D * q, is a topological isomorphism from (Sz(€),*) to E(Sz(€), Aut(€)). It
is also an isomorphism of Aut(€)-flows.

Proof. (1) tp(e=(2)/) * tp(p(2)/€) = tp(p(o~(2))/€) = o » tp(p()/€) for any
p € Aut().

(2) Since {tp(c(¢)/€) : 0 € Aut(€)} is dense in Sz(€) and * is left continuous
on Sz(€), using item (1), we get that Im(®) C E(Aut(€), Sz(€)). The opposite
inclusion follows from item (1), left continuity of *, and compactness of Sz(€).

Associativity of * implies that ® is a homomorphism. Since I,(tp(¢/€)) = p, we
see that @ is injective. Continuity of ® follows from left continuity of .

To see that ® is a flow homomorphism, consider any p, ¢ € Sz(€). Then, by item
(1), @(c e p)(q) = (tp(c~(6)/€) *p) ¥ ¢ = tp(c71(2)/€) x (px q) = g @ (p*q) =
o e ®(p)(q). O

Note that by Remark 7.5, CNT‘@ is a Ge-flow with respect to the action e restricted
to G¢ X Ge¢. Moreover, by Remark 2.20, (G¢,Ge,tp(¢/€)) is an ambit, i.e. the
orbit G¢ e tp(¢/€) is dense.

Lemma 7.19. (1) G and ég are closed under x, and so they are compact
separately continuous monoids.
(2) The restriction <I>|C~;Q_ 18 a semigroup and Gg-flow isomorphism from Gg to

E(Ge,Ge).

Proof. (1) The fact that G is closed under * follows from Lemma 7.18(1), left
continuity of %, and (topological) closedness of G. Using this together with Remark
7.17 and an easy observation that res[SY (€, M)NGe] = G, we get that G is closed
under *. Then we use Remar 7.16 to obtain that * is separately continuous.

(2) The proof is the same as in Lemma 7.18(2), using Remark 2.20. O

The next remark follows from the definition of e.

Remark 7.20. Gen(ég) is precisely the set of all generic elements of the flow
(Ge,Ge) (with respect o).

Since Gen(ég) # (), by [New09, Corollary 1.9], we conclude:
Corollary 7.21. Gen(ég) s a unique minimal Gg-subflow and a unique minimal
left ideal (with respect to x) of Ge.

Weakly almost periodic (or WAP, for short) flows, introduced in [EN89], play an
important role in topological dynamics. Recall that a flow is WAP if each member
of its Ellis semigroup is continuous. A strong connections (in a sense, equivalence)
between WAP and stability was discovered by Ben-Yaacov [BY14].
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Proposition 7.22. The flows (Sz(€), Aut(€)) and (Ge, Ge) are WAP.

Proof. Since WAP flows are closed under both decreasing of the acting group and
taking subflows, it is enough to show that the first flow is WAP. But this is a
standard application of Grothendieck’s double limit theorem (cf. Corollary 2.15
and Proposition 2.17 in [CH23)). O

Corollary 7.23. (1) (Gen(Ge),*) is a profinite group.
(2) Gen(G) is closed under x, and (Gen(G), *) = (Gen(Ge), *); thus (Gen(G), *)
is a profinite group.
(5) Gen(Ge) is a unique minimal left ideal and a unique minimal right ideal in
Ge.
(4) Gen(G) is a unique minimal left ideal and a unique minimal right ideal in

G.

Proof. (1) By Proposition 7.22 and Corollary 7.21, (Gen(Ge), Ge) is a WAP min-
imal flow. So E(Gen(G¢),Ge) is a group (using [EN89, Proposition IL8| and
[Gla76, Theorem 1.3.3(4)]). In particular, E(Gen(Ge¢), Ge) is a minimal left ideal
in itself, and so, by [CGK24, Lemma 5.16] and Proposition 7.19(2), we get that
E(Gen(Ge),Ge) = Gen(Ge). So Gen(Ge) is a group. The fact that it is a profi-
nite group follows from the observations that Gen(ée) is a closed subspace of the
profinite space é@, Remark 7.16 (applied to € in place of M), and the Ellis joint
continuity theorem.

(2) follows from Proposition 7.14, Remarks 7.8 and 7.17, and item (1).

(3) Corollary 7.21 tells us that it is a unique minimal left ideal. The fact that it is
a right ideal follows from Proposition 7.9 and an easy observation that Ra(px*q) >
RA(p). Then minimality of this right ideal is immediate by (1). To see uniqueness,
consider any minimal right ideal I and an element p € I. Take any q € Gen(ég).
Then, as Gen(Ge) is a left ideal, we get p+ ¢ € I N Gen(Ge), so I = Gen(Ge) by
minimality of these right ideals.

(4) By Proposition 7.14, Remarks 7.8, 7.17, item (3), and the fact that res[S"™V (&, M)N
Ge] = G, we get that Gen(G) is a two-sided ideal. Then the fact that it is a mini-
mal left and minimal right ideal follows from (2). Uniqueness follows as at the end
of the proof of (3). O

7.3. A counterpart of Newelski’s theorem for Aut(€). Throughout this sub-
section, we assume that T is stable. In this section, let Z be a tuple of variables
corresponding to m. (In the two previous subsections, Z corresponded to ¢, and
Z' to m, but in this section we come back to the more standard notation, because
we will not use types in Sz(€).) For a type p € Sz(M), p € Sz(€) will denote its
unique nonforking extension.

Let P C Sy (M) and @ := cl(xP), i.e. the topological closure of the closure of P
under *. Since * is separately continuous (see Remark 7.16), we get

Remark 7.24. @ is closed under x.

Let
gen(P) := {q € Q : Ra(q) is maximal},
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where “maximal” means maximal among all Ra (1) for r ranging over Q in the sense
of the product order, and Ra (p) is the sequence of all R (p) (in some fixed order),
where A ranges over all finite collections formulas ¢(Z; y).

For any S C Sy, (M) put

Ag:={o € Aut(¢) : tp(o(m)/M) € S}.
The goal of this section is to prove the following theorem.

Theorem 7.25. The set H := {0 € Aut(€) : gen(P) * tp(o(m)/M) = gen(P)}
is the smallest relatively m-type-definable over M subgroup of Aut(€) containing
Ap and we have gen(P) = Gen(H), where H := {tp(c(in)/M) : o € H}. Thus,
gen(P) is a profinite group and a two-sided ideal of Q.

This theorem is a counterpart of [New89, Theorem 2.3]. Our proof is an adap-
tation of the proof of that theorem, but with various new ingredients. One of the
main obstacles in comparison with definable groups is that in our context Ra (p*q)
may be smaller than Ra(q).

First of all, it turns out that the proof in [New89] is not completely correct. The
problem is that the formulas ¢, ;(x) at the top of page 176 in [New89] should be
A,-formulas in order to proceed with the argument after the claim on the same
page. However, in general they cannot be chosen to be A,-formulas. In a private
communication with the third author, Ludomir Newelski proposed an alternative
initial part of the argument, using a modified version of Ra denoted by R/,. But
in this new part he used R\ (p * q) > R/A(q), which we do not have in our context.
We will adapt Newelski’s corrected argument to our context, but still working with
RA’s and with the lexicographic order in place of product order. Secondly, the final
part of the argument from [New89| does not work in our context due to several
reasons, one of which being the fact that Ra(p * ¢) may be smaller than Ra(q). So
we give a different argument.

The closed set of types @ corresponds to a partial type Q(Z) (we will use the
variables Z to indicate the places when @ is treated as a partial type).

Fix an enumeration (A )a<|7|+[a of the collection of all finite sets of formulas
(without parameters) in variables (Z,y), where § ranges over finite tuples. Let
max(P) be the collection of all types p € @ for which the sequence ﬁ(p) =
(Ra, (P))a<|T|+|01) is the greatest element of the set {R(q) : ¢ € Q} with respect
to the lexicographic order. Let

rng((\P) ={p: pemax(P)} and mg((\P)A ={pla: p€ mgc(\P)}.
Lemma 7.26. (1) max(P) is nonempty and closed.

(2) max(P), is finite for every finite A.
Proof. (1) Closedness is trivial, as the Ra-rank of a partial type closed under
conjunction equals the Ra-rank of a formula in this type.

Let us show that max(P) # (. For that we will prove by induction on 3 that for
every 1 < 8 < |T|+ |M] there exists a type p € @ such that Rg(p) := (Ra, (D))a<p
is a greatest element of the set {ﬁg(q) : ¢ € Q} with respect to the lexicographic
order.

In the base step, notice that any p € Q with Ra,(p) = Ra,(Q(Z)) does the
job. Now, suppose the conclusion holds for all & < # and we want to prove it for
B. So for any a < 8 the set @, of all p € @ such that R, (p) is greatest in the
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set {Ra(q) : q € Q} is nonempty and closed. Taking the intersection and using
compactness of (), we get an element p € (1, 3 Q.- If B is a limit ordinal, then
p € g, so we are done. If 3 = v+ 1 for some v, then any ¢ € ), with maximal
possible value Ra_(q) is as required.

(2) We need to show that mg((\P)Aa is finite for every o < |T| + |M|. Denote
by N, the common value Ra_(p) for p € max(P). Define the closed subset Q,
of @ as in the proof of (1). Put é\a ={§ : ¢ € Q4}. This set is closed in
Q:={q: ¢€Q}. o -

Observe that every p € max(P) belongs to 6/2; So if max(P),_was infinite, we
would get that RAQ(Q;) > N,. Then any type ¢ € @\a with Ra_(§) = Ra,, (@;)
would contradict the definition of N,,. O

Let
G := {0 € Aut(C) : o(max(P)) = max( )}
Ga = {7 € Aut(€) : o(max(P),) = max(P),}.
These are clearly subgroups of Aut(€).
Lemma 7.27. (1) G :=(a Ga, where A ranges over all finite sets of formu-
las (in the object variables T and any parameter variables).

(2) Each Ga is a relatively m-definable over M subgroup of Aut(€), and G is
relatively m-type-definable over M subgroup of Aut(C).

(3) Ga = {0 € Aut(C) : a@)A)g@)A}.
(4) G ={o € Aut(€) : o(max(P)) C max(P)}.

Proof. (1) It follows easily from the fact that mm) = lim mﬁ) A (which we

have by Lemma 7.26) and automorphisms of € commute with taking restrictions
to A.

(2) Let A := {p0o(Z;9), ..., pr—1(Z; §)}. By Lemma 7.26(2), max(P), = {Pola,.--

for some py, ..., pn—1 € max(P). Then
Ga= |J (HreAuw@) : E1(dyei@) < dp,, 0 @)}
oc€Sym(n) i<n j<k

which is clearly a finite union of a finite intersection of relatively m-definable over M
subsets of Aut(€), and so it is relatively m-definable over M. Hence, G is relatively
m-type-definable over M by item (1).

(3) follows from Lemma 7.26(2).

(4) Assume that O’(m;);(\P)) - mgc(\P). Then U(mg((\P)A) - mgx(\P)A for
every finite A. Hence, by (3), o(max(P),) = max(P),, i.e. 0 € Ga, for every
finite A. So, by virtue of (1), we conclude that o € G. O

By Lemma 7.27, G is relatively m-type definable over M. Choose 7(Z; ) a partial
type over ) such that m(Z; ) implies T =y § and G = Gr¢ = {0 € Aut(€) : |
m(o(m);m)}. Recall that

G = {p(x) € Sm(M) : m(z;m) C ( )},
Ap = {0 € Aut(€) : tp(o(m)/M) € P}.
Lemma 7.28. Ap C G. Equivalently, P C G.

aE’L—\1|A}
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Proof. The equivalence of Ap C G with P C G is obvious. So it is enough to prove
the first inclusion. Take any o € Ap. Then ¢ := tp(o(m)/M) € P.

Consider any p € max(P). Since all Ra’s are invariant under Aut(€), we have
RA(0(p)) = Ra(p) for all finite A. On the other hand, o(p)|pr = p*xq € Q (as
p,q € Q and using Remark 7.24). Therefore, since p € max(P), if o(p) ¢ mﬁ),
we would get that o(p) forks over M. Then R(o(p)) < E(o(p)|a), so R(p) =

R(o(p)) < R(c(p)|a). Since o(p)|yy € @Q, this would contradict the fact that
p € max(P).
We have proved that o(max(P)) C max(P), so ¢ € G by Lemma 7.27(4). O

Corollary 7.29. Q C G.
Proof. Tt follows from Lemmas 7.19(1) and 7.28. O

Remark 7.30. For every 0 € G and p € max(P), o(p) = p*q, where q :=
tp(o(m)/M).

Proof. This follows from the fact that o(p) € max(P) and so o(p) does not fork
over M, and pxq = o(p)|u- O

Corollary 7.31. For every r € G, max(P) * r = max(P).
Proof. 1 = tp(o(m)/M) for some ¢ € G. Then cr(mg((\P)) = mg(@), so, by

Remark 7.30, we get ma@* r = max(P). Hence, max(P) * r = max(P). O

Proposition 7.32. max(P) = Gen(G).
Proof. By Corollary 7.31 and the fact that Gen(G) is a left ideal in G (see Corollary

7.23(4)), we get max(P) C Gen(G). Hence, by Corollary 7.31, we get that max(P)
is a right ideal in Gen(G). But Gen(G) is a group (by Corollary 7.23(2)), so
max(P) = Gen(G). O
Proposition 7.33. G is the smallest relatively m-type-definable over M subgroup
of Aut(€) containing Ap.

Proof. By Lemma 7.28, Ap C G.
Claim 1. Apn C A%, where P" = Px---xP and A}, = Apo---0Ap (both n-times).

Proof. The proof is by induction on n. The base step is trivial. Suppose the
conclusion holds for n. Consider any p € Apn+1, i.e. r:=tp(p(m)/M) € P" x P.
Then r = p * g for some p € P" and ¢ € P. So q = tp(c(m)/M) for some o € Ap.
It is easy to construct a small N so that M < N < € and o[N] = N. Let py =
tp(7(m)/N) be the unique nonforking extension of p (for some 7 € Aut(€)). Then
pxq = o(pn)|m = tp(o(7(m))/M). Since p € P™, we have that 7 € Apn,s07 € A}
by induction hypothesis. Hence, o € A", As p(m) =p (o7)(1m), we can find
n € Aut(€/M) such that n(p(m)) = (o7)(m). Then f := 7" to"1np € Aut(¢/M)
and p =" (o7)f € AT (as Aut(¢/M)Ap Aut(¢/M) C Ap). O(claim)

By the claim, we get A,p C (Ap), where P is the closure of P under % and
(Ap) is the subgroup of Aut(€) generated by Ap. Hence, since Q = cl(xP), we
conclude that Ag is contained in every relatively m-type-definable over M subgroup

of Aut(€) containing Ap. On the other hand, by Proposition 7.32, Gen(G) =
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max(P) C @, and hence, AGen(é) C Ag. So in order to finish the proof, it is

enough to show that every o € G belongs to AGcn(é)Aain(é)'

Again, let ¢ := tp(o(m)/M) and pick a small N so that M < N < € and

o[N] = N. Take p € Gen(G), and let py = tp(7(m)/N) be the unique nonforking
extension of p. Then p*q = o(pn)|pm = tplo(r(m))/M) € Gen(G), as Gen(G)
is a right ideal in G. Hence, o7 € AGen(é)' But since p € Gen(G), we also have

T € AgenG)- Therefore, o = ()Tt e A AT O

Gen Gen(G) Gen(G)

Lemma 7.34. G = {0 € Aut(€) : max(P) x tp(c(m)/M) = max(P)}.
Proof. This is equivalent to the statement that for every r € Sy (M)
max(P) *r = max(P) < r € G.

The implication (<) is precisely Corollary 7.31.

(=) Assume that max(P) * r = max(P), where r = tp(c(m)/M) for some
o € Aut(€). By the definition of *, max(P) xr = J(mgc(\P)ﬂM. Therefore,
o(max(P))|p = max(P).

By Lemma 7.27(4), it is enough to show that a(mg((\P)) C mﬁ). So take
any p € max(P) and suppose for a contradiction that o(p) ¢ IIE((\}D). Then, since
o(®)|m € maX(P)/7w\e get that o(p) forks over M. But then R(p) = E(o(p)) <

R(o(p)| ) = B(o(p)|ar). As o(p)|ar € max(P) C Q, this contradicts the fact that
p € max(P). O

Proof of Theorem 7.25. It follows directly from Lemma 7.34, Propositions 7.32,
7.33, and Corollaries 7.23, 7.29, modulo one detail. Namely, the definitions of
gen(P) in Theorem 7.25 and max(P) are different, because the first one is with
respect to the product order on {ﬁ(q) : g € Q} whereas the second one with
respect to the lexicographic order. This can be resolved as follows. By Corollary

7.29, @ C G. By Proposition 7.32, Gen(G) = max(P) C Q. Therefore, using
Proposition 7.15, we obtain max(P) = gen(P). O

8. ON CLASSIFICATION OF IDEMPOTENT FIM MEASURES AND GENERICALLY
STABLE TYPES II - STABLE CASE

In this section, we apply the generalized stable group theory from Section 7 to
prove Conjecture (A) in the context of stable theories.

As usual, we let € be a monster model of T' and let M < € be small and
enumerated by m. Let § be a tuple of variables corresponding to the enumeration
m, and let T be its copy. Measures in ;3 (€) will be in variables §.

Recall that a function from M™ to [0,1] is said to be definable if the premiages
of any two closed disjoint subsets of [0,1] can be separated by a definable set.
Each such function extends uniquely to an M-definable function from €” to [0, 1]
in the sense that the preimage of any closed subset of [0, 1] is M-type-definable.
Conversely, the restriction to M™ of any M-definable map from €" to [0,1] is
definable. See [GPP14, Lemma 3.2] for these basic facts.

In Definition 2.2(4), we recalled what it means that a global measure p is defin-
able over M. This is equivalent to saying that for every formula ¢(g; z), the map
b — u(p(7;b)) is M-definable in the above sense. Now, we say that a measure
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w € My(M) is definable if for every formula ¢(7; Z), the assignment b — u(¢(¥; b))
is a definable map from M~ to [0;1].
From the above discussion, it is easy to see that any definable measure p €
My (M) has a unique extension to a global Keisler measure definable over M.
The following fundamental fact on Keisler measures in stable theories essentially
follows from [Kei87], and is in the background of the main results of this section.

Fact 8.1. The following statements are true.

(1) Each measure in My (M) is definable.

(2) Each measure in IMZY(&, M) is definable over M.

(3) Each measure in Mz (M) has a unique extension to an M -definable mea-
sure in 9MIV(E, M) which coincides with a unique extension to an (M-
invariant) measure in NIV (€, M).

Proof. Ttem (1) follows from approximation of measures by types (e.g., see [CT23,
Theorem 2.8]) and definability of types. By the same reason, each global measure
is definable over some small model N < €. If this measure is additionally invariant
over M, then it must be definable over M, so we have item (2). The existence of
a unique global M-definable extension follows from (1) and the above discussion;
thus, the uniqueness of a global M-invariant extension follows from item (2). O

8.1. Supports of idempotent Keisler measures. We prove several general re-
sults connecting measures and their support. So, in this subsection, T is an ar-
bitrary theory. The main result of this subsection says that if u € 9MZY(€, M)
is M-definable, idempotent, and M-invariantly supported, then (supp(u),x*) is a
compact, Hausdorff, left-continuous semigroup without any closed two-sided ideals.

Proposition 8.2. Suppose that yu,v € MEBV(E, M). If u is M-definable and M -
invariantly supported, then supp(u) * supp(v) C supp(p * v).

Proof. Suppose that p € supp(u) and ¢ € supp(v). Take a formula 6(b; ) € p * .
It suffices to prove that (u* v)(0(b; 7)) > 0.

First, we claim that {hz(q) : ¢ € supp(v)} C supp((hz)«(v)). In order to
see it, consider any 0(z;m) € hz(q) € Sz(M), where ¢ € supp(r) C Sy (€). As
hy(q) € [0(z;m)], we have ¢ € hgl[ﬁ(f;m)} = [0(b;7)]. Then 0 < v(0(b;y)) =
((hg)« (W) (O(z;m)). )

Now assume that 0(b;y) € p*q. Then 0(Z;7) € py @ (hz(q))z, and if d = hz(q),
we have that 6(d; %) € p. Since p € supp(p), this implies that u(6(d; 7)) > 0 and so
Fﬁopp(yéw)(hg(q)) > 0. The integral (u* v)(0(b;9)) = fS.f(M) }«ﬂﬁ()r"j(y;m)d((hg)*(1/))5J
is greater than 0, since our map Fgopp(g;j) is continuous (as p is M-definable) and
greater than 0 at some value in the support (as hg(q) € supp((hz)«(v))). O

Proposition 8.3. Suppose that p,v € M (E, M) and u is Borel-definable and
M -invariantly supported. Then supp(p * v) is contained in the closure of {p *
q : p € supp(p), q € supp(v)}. Moreover, if u is M-definable, then {p*q : p €
supp(u), g € supp(v)} is a dense subset of supp(p * v).

Proof. Consider 0(b;7) € r(y) € supp(u * ). We have (u * v)(8(b;7)) > 0 and
we want to show that there exist some p € supp(u) and g € supp(v) such that
0(b;§) € p * q. Note that

0< (uxv)(0(b;7)) = / FI™ 02 o hy dy
. (€)
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So, there exists some g € supp(v) such that (Ffopp(g;i) o hi)(g) > 0. Hence, we
have that ((0(¢;g)) > 0 for some ¢ = hz(q). Now, there exists some p € supp(u)
such that 6(¢;§) € p, and that is equivalent to 6(Z;7) € p ® h;z(g). By definition,
0(b;y) €pxq.

The moreover part follows from the first part and Proposition 8.2. O

Proposition 8.4. Assume that u € IMIBY(C, M), u is idempotent, M -definable, and

M -invariantly supported. Then (supp(u), *) is a compact Hausdorff left-continuous
semigroup.

Proof. By Proposition 8.2, for any p, g € supp(u),p * g € supp(p). The product is
associative on M-invariant types by Proposition 4.33. Moreover, the map — % ¢ is
continuous by Proposition 4.32. |

Corollary 8.5. Assume that i € IMV(€, M). If p is M -definable and M -invariantly
supported, then for any q € SV(€, M), we have that supp(u * q) = supp(u) * q.
Moreover, if q is definable, then supp(q * p) = ¢ * supp(u).

Proof. We know that supp(u) * ¢ = supp(u) * supp(q) C supp(u * ¢) by Proposition
8.2. Since — x ¢ is continuous and supp(u) is compact, we have that supp(u) * ¢ is
a closed subset of supp(u * ¢). On the other hand, by Proposition 8.3, supp(u) * g
is a dense subset of supp(u * ¢). Thus, supp(p * ¢) = supp(p) * g.

The moreover part follows by a symmetric argument, using the fact that the map
q * — is continuous under the assumption that ¢ is M-definable. (]

Lemma 8.6. Fiz b€ €V and q € SV(¢, M). Let tp(¢/M) = hy(q). Then for any
t € SIV(&, M), we have that ha(t) = hy(t * q).

Proof. Fix 0(z;9) € L. Then 0(z;m) € hy(t * q) if and only if §(b;y) € t x . This
is true if and only if 6(zZ;y) € t5 ® (hz(¢))z which is true if and only if 6(¢;7) € t.
But this is true if and only if 6(z;m) € ha(t). O

Proposition 8.7. Let y € 9MY(€, M) be Borel-definable over M. For any L-
formula ©(Z;9) and b € €%, we define the map D};* : SBV(&, M) — [0,1] via

D5 (q) = (g @ (hy(0))z) (@(T; 7)) = (1% @) ((b; 7))

If 1 is M-definable, then the map D}’ is continuous. Suppose that Dﬁﬂsupp(“)
achieves a mazximum at q., say 6. If p is M-definable, idempotent, and M-
invariantly supported, then for any t € supp(u), Dy (t * q.) = Dji*(g.) = 6.

Proof. 1f i is M-definable, then F); ) i continuous, so continuity of D};* follows
from the fact that DEP = Ff 0% o by

Now, consider ¢(b;%), # and g. as in the statement. Assume that tp(¢/M) =
hi(g+). Then

6 =Dj(qx) = (ug ® (hy(g+))z) (@(T;9)) = pu(e(S 7))
= (u*p)(p(Gy)) = / (F2™"" 5 o he) dps.
supp(p)

Now, the map F}; O o supp(p) — [0,1] is continuous and bounded by 4,
since

(F™" 0 0 he)(t) = B0 (hg(t # q.)) = DEF(t+ ) < D () =6,
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where the first equality holds by Lemma 8.6 and the inequality holds by Proposition
8.4 and the choice of ¢,. Thus, it follows that (Flfol)p(@;f) o hg)(t) =6 for every t €
supp(p) (otherwise the above integral will be strictly less than §). And so, for any
t € supp(u), the above inequality becomes equality, i.e. D} (t*q.) = D;%(q.). O

Theorem 8.8. Let p € MBY(E, M). Assume that u is M-invariantly supported,
idempotent, and M-definable. Then (supp(u),*) has no proper closed two-sided
ideals.

Proof. Suppose that I C supp(p) such that I is a closed two-sided ideal. Notice
that if I is dense in supp(p), then I = supp(u). Hence it suffices to assume that
I is not dense. So there exists a formula ¢(b;y) € L;(€), with b € €7, such that

[o(bs7)] N T =0 and [i2(b;7)] N supp(p) # 0.
Claim 1. There exists some g € supp(u) such that D};*(q) > 0.

Proof. Suppose not. Then for every q € supp(u), we have that D};*(q) = 0. We now
argue that the indicator function X, ;) restricted to the set supp(u) * supp(u) €
supp(u) is always 0. Indeed, if p,q € supp(p) and ©(b;9) € p* q, then Df*(q) =
(11 % q)(p(b;9)) > 0. Then, by Proposition 8.3 we conclude that x, ) restricted
to supp(p) is always 0, but this contradicts [¢(b; 7)] N supp(p) # 0. O(claim)

Claim 2. For every t € I, we have D}*(t) = 0.
Proof. Let tp(¢/M) = hg(t), then we notice
D (t) = (1@ hs(0))(0(7:9)) = (& 7)) = p({r € supp(n) = (b;7) € 7 *t}).

Indeed, [¢(c; )] = {r € supp(i) : @(b;y) € 7 * t}, since w(b; ) € r * t if and only
if o(z;9) € 7 ® hy(t), if and only if ¢(¢;y) € r. Now, supp(u) *t C I and since
[o(b;5)] NI = 0, we have that D} (t) = 0. O(claim)

Finally, choose 7 € supp(u) such that Dj*(r) is a maximum of D};® on supp(u)
(which exists by continuity of D). By Claim 1, we have that D£*(r) > 0. Since
I is a two sided ideal, we have that [ is a right ideal, and so for any ¢ € I, we have
txr € I. Hence, by Proposition 8.7 and Claim 2 we get that

0< D/ff’(r) = D;f@(t x7) =0,
which is absurd. U

Proposition 8.9. Let € 9NV (¢, M). Assume that p is M -invariantly supported,
idempotent, M-definable, and minimal (i.e. supp(p) is the unique minimal left
ideal of (supp(u),*)). Then for every ¢(b;j) € Lz(€), where b € €, we have that
Di*(p) = D{"(q) for all p,q € supp(u).

Proof. Suppose that Dﬁ5|supp(u) attains a maximum at ¢,. Consider any p €
supp(u). By minimality, there exists some r € supp(u) such that r x ¢, = p.
So, D}j*(p) = D/ (r * q.) = D};*(g«) by Proposition 8.7. O

Proposition 8.10. Let u € MBV(¢, M). Assume that p is M -invariantly sup-
ported, idempotent, M-definable, and minimal. Then for any p(b;y) € Ly(<),
where b € €%, and p € supp(u), we have that p(p(b;y)) = (1 * p)((b;7))-
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Proof. Suppose for a contradiction that u(¢(b;9)) # (u * p)((b;7)). Since the
right hand side equals D}”(p), by Proposition 8.9, we get u(¢(b;4)) # D}i* (u) for
any/some idempotent u € supp(u) (note that the existence of an idempotent follows
from Ellis theorem, as * is left continuous and associative on supp(u)). Consider
the case (¢ (b; 7)) > Dj*(u) (the case of the opposite inequality is analogous). Let
tp(¢/M) = hy(u); then D (u) = u(p(&9)). Thus, p(p(b;y) A ~¢(&)) > 0.

So there exists some ¢ € supp(p) such that ¢(b; ) A—¢(¢; ) € t. Notice that since
—(¢,9) € t, this implies that —¢(Z;7) € t @ hy(u), which implies that =¢(b;y) €
t * u. By minimality of supp(u), t *u =t and so —@(b; %) € t, a contradiction with
p(b;y) € t. O

Remark 8.11. Suppose that T is stable and p € 9MV(€, M). Then p is M-
definable and M -invariantly supported.

Proof. Definability follows from stability (see Fact 8.1). Invariantly supported fol-
lows from NIP and Proposition 2.10. (]

In Proposition 8.18, we will see that under stability, each u € 9MBY(&, M) is also
minimal.

8.2. Uniqueness of measures in stable context. In this subsection, we assume
that T is stable and we show uniqueness of “x-invariant” Keisler measures.

Since T is stable, by Fact 8.1, all measures in 9, (M) are definable, and so we
can consider the semigroup (M (M), ). Formally, if u € M7 (M), we let i be
the unique M-definable extension in MY (¢, M) and if p,v € M5 (M), we define
pv=(1®D)|y and similarly p*v = (% 0)|p.

Thus, for every measure u € M (M) and formula ¢(Z;7) € L(M), there exists a
unique continuous function Flfopp@;j) : Sz(M) — [0, 1] such that for every b € M7,
Fffopp@;j) (tp(b/M)) = pu(¢(b; 7)), which clearly coincides with Fg’opp@;j). We have

(e )(e(@0) = (o) (@) = | L ETE

Likewise, for any formula ¢(Z;y) € Lz 5 we have that

() (p(b;y)) = / FE) o by dy.
S (M)

Regarding the function h; used above, recall that at the beginning of Subsection
4.2.1, we defined the map hy,: Sz (€) = Sz(M) (S (€) considered in variables 7).
This definition can be extended to any N = M in place of €. In particular, we can
apply it to N = M. Namely, we obtain the map hg,: Sm(M) — Sy (M) taking
types in ¢ into types in Z, given by hs(p(y)) = q(z), where p(y) = tp(o(m)/M),
q() = tp(c~Y(m)/M), and ¢ € Aut(€). We remark that this map is both a
homeomorphism and an involution (after identifying variables Z with § and their
corresponding spaces of types over M) with hg([0(m; §)]) = [6(Z;m)]. Hence, hs,
induces a map (hg)s @ M7 (M) — My (M) via the standard pushforward. We

write =1 == (hs)«(12). In other words, for any formula 6(Z;4) € £, we have that

pHO(zm)) = u(0(m; 7).
Let G be a relatively m-type-definable over M subgroup of Aut(€). There is a
partial type 7(Z;7) over () such that 7(Z;7) - T =¢ § and G = G, ¢. We consider
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the space Sy, (M) and shortly denote it by G = {tp(c(m)/M) : o € G},
avoiding the reference to .

Fix p € Mz(M). We say that p is G-x-right invariant if for every o € G,
wxtp(o(m)/M) = p. Similarly, we say that u is G--left invariant if for every
o € G, tp(a(m)/M) * = p.

Remark 8.12. (1) supp(p=t) ={p~' : p € supp(p)}.
(2) p€ G if and only if p~! € G.

Proof. Clear by definitions. O

Lemma 8.13. Assume that
(1) p €Mz (M) is G-x-right invariant,
(2) w(G)=1
Then u = u~* (after the identification of T with ).

Proof. Note that, by Remark 8.12 and the second point in assumptions, we have
supp(u~") € G.

Claim 1. For every v € My (M) with v(G) = 1 we have % v = p.

Proof. Fix an L-formula 6(z;y), our goal is (uxv)(0(m;y)) = u(6(m;y)). For every
g € supp(v) C G C S3(M), we have that

EL 0D (hi(q) = (g © (h())2) (0(259)) = (1 a)(0(m;5)) = u(0(m, §))-

Therefore,

(% v)(0(m; 7)) = /S . (P o by ) dv = /S 7(M)u(9(rh; y)) dv = pu(0(m; y)).

In particular, for every formula 0(%; ) € £, we have:
(g * (™)) (B(m: 7)) = u(O(7:)),
(i * (0™ )2) (BT m)) = (B(T: m)).
We use commutativity of the Morley product in stable theories to compute:
p(O07:9) = g (1)) (003 9)) = (15 © () (G V)5) ) (075 9))
= (g ®uz)( ( )) (hz @ pg) (0(z y))
ey ) (#:9)) = (4a * (1)) (6(z:m))

Lemma 8.14. Assume that
(1) p € My (M) is G-*-right invariant,
(2) u(G) =

Then p is G-x-left-invariant.
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1 1

Proof. By Lemma 8.13 we know that =" = p and so g~ is right G-invariant. Fix
an L-formula 6(Z;7) and o € G. We use commutativity of the Morley product in
stable theories to compute:

Lemma 8.15. Let v € Mz (M) and p € Si(M). For every L-formula ¢(Z; ), we
have the following

(p v ) (p(m;§)) = (v+p~ ") (ha ([p(m: 7))
In particular, v is G-x-right invariant if and only if v=' is G-x-left invariant.
Proof. Take ¢(Z;y) € L and compute:
(v ) (e(m: ) = (pg © () (7 1)5),) (0l2:9))
= (py @ vz) (0(7;9)) = (v2 @ py) (0(7: 7))
= (Vic & hm((Pfl)a’c)’) (‘P(@ 37))
= (va* (pz) ((&;m)) = (v p~ ) (hyy' le(ms;9)]). O
Proposition 8.16. Assume that
(1) p € Mz (M) is G-x-right invariant,
(2) (@) =1.
If v € My (M) is such that
(1) v is G-x-left invariant or G-x-right invariant, and
(2) v(G) =1,
then u =v.

Proof. By Lemma 8.13, u = p~!'. By Claim 1 from the proof of Lemma 8.13, we
have that pxv = pu.

If v is G-xright invariant, then we obtain that ¥ = v~! and that v is G-*-left
invariant (by Lemma 8.13 and Lemma 8.14). Otherwise, if v is G-*-left invariant,
then, by Lemma 8.15 and Remark 8.12, v~ is G-#-right invariant and v~ (G) = 1,
sov™t =@l =vand v is G-x-left invariant (by Lemma 8.13 and Lemma
8.14). In either case, v = v~! and v is bi-G-*-invariant.

Now, we use Claim 1 from the proof of Lemma 8.13 once again, but this time
with switched roles of g and v to conclude that v * u = v.

We have that pxv = (v*u)~L. Indeed, let 6(Z;%) be an L-formula. Then, since
Morley product commutes,
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Finally, p = p*xv=(vxp)t=v-1t=v. d

We remark that the version of Proposition 8.16 with the assumption that v is G-*-
right invariant alternatively follows from Corollary 6.13(1) and Lemma 8.21 (proved
in the next subsection). In order to see it, recall that a partial type n(Z;9) F Z =
was chosen so that that G = G ¢. Since p, v are concentrated on 67 we clearly have
that f,0 € 9)?2‘(‘%1;@)(02). On the other, since p and v are G-*-right invariant, by
Lemma 8.21, /i, ¥ are (left) G-invariant. Thus, using Corollary 6.13(1), we conclude
that 4 = 7, which implies that u = v.

8.3. Main conjecture in stable theories. Again, in this subsection, we assume
that T is stable. We will use the notation from Subsection 7.3 and employ Theorem
7.25.

Remark 8.17. Let p € My(M). Then supp(it) = {p : p € supp(u)}, where the
operation ~ denotes taking the unique M-invariant extension to €.

Proof. The inclusion C follows from the fact & is M-invariantly supported. For the
opposite inclusion, consider any p € supp(u) and observe that an easy compactness
argument allows us to extend p to some ¢ € supp(ft). Since every element of the
support of ji is M-invariant, ¢ is M-invariant, and thus ¢ = p (by uniqueness of an
M-invariant (= non-forking over M) extension). O

Proposition 8.18. Suppose that T is stable and p € MEY(C, M) is idempotent.
Then, (supp(u),*) is a profinite group. In particular, p is minimal in the sense
ezxplained in Proposition 8.9.

Proof. Note that p = p|as. On the other hand, by Proposition 8.4, (supp(u), *) is
a semigroup. Hence, by Remark 8.17, (supp(u), *) = (supp(u|ar), *) as topological
semigroups (with the restriction to M as a witnessing isomorphism); in particular,
supp(u|ar) is closed under .

Set P := supp(p|pr). Then, using the notation from Subsection 7.3, Q :=
cl(xP) = cl(supp(p|ar)) = supp(u|ar). So, by Theorem 7.25, I := gen(supp(p|ar))
is a closed two-sided ideal in supp(u|ar). Hence, I = {p : p €I} is a closed
two-sided ideal in supp(u). By Theorem 8.8, we conclude that I= supp(p). This
implies that I = supp(u|ar). Using Theorem 7.25, we know that I is a profinite
group, so we conclude that supp(u|ar) is a profinite group, and so is its isomorphic

copy supp(i). U
Proposition 8.19. Let pn € My (M) be idempotent and let

H, == {0 € Aut(€) : supp(u) * tp(c(m)/M) = supp(u)}.
Then H, is a relatively m-type-definable over M subgroup of Aut(€). Moreover,
supp(p) = gen(supp(p)) = Gen(H,,) and (supp(u), *) is a profinite group.

Proof. The fact that (supp(u),*) is a profinite group and gen(supp(u)) = supp(p)
was obtained in the proof of Proposition 8.18 (applied to /i in place of ) as a con-
sequence of Proposition 8.4, Theorem 8.8, and Theorem 7.25. Then the moreover
part also follows from Theorem 7.25. (]
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It is sometimes convenient to work with the following version of the stabilizer.
Definition 8.20. Let u € My (M). Then we define
Stab,.(u) := {o € Aut(€) : puxtp(o(m)/M) = u}.

Lemma 8.21. Let p € M5 (M). Then Stab,.(u) is a group. In fact, Stab,(u) =
Stab(f1), where i € EV(E, M) is the unique M -invariant extension of p. As
consequence, Stab,.(u) is a relatively m-type-definable over M subgroup of Aut(€).

Proof. We first prove that Stab(ji) C Stab,(u). Choose o € Stab(ji) and a formula
o(z;7) € L. Then

(u *tp (U(m)/M))(cp(m; 7)) = (u
(

= ilp(o™(m),9)) = (o - 1) (p(m; ),
and so we conclude that (o - fi)|py = p. Hence, it is enough to show that o -
does not fork over M, since if ¢ - i does not fork over M, then it is the unique
M-invariant extension of u, i.e. o - fi = [i, and so o € Stab(f).
By Proposition 8.19, we have that
H, = {0 € Aut(C) : supp(p) * tp(o(m)/M) = supp(u)}
is a relatively m-type-definable over M subgroup of Aut(€). Let n(Z;5) F T =¢ ¥
be a partial type over (), such that H, = G, ¢. Then consider

(Hi)e.m = p(@) € Sm(€) : m(m;5) C p(2)}.
In order to see that o - i does not fork over M, it is enough to show that supp(ji) C
Gen((lT{Au/)Qm) (by Proposition 7.9 and Corollary 7.7.(1)).

Since fi is M-invariant (and T is stable), each type p € supp(ji) is M-invariant,
so does not fork over M. In particular, for any p € supp(ji) and any finite
collection of formulas A, EA(p) = ﬁA(p|M). From Proposition 8.19, we have
that if p € supp(fi), then p|ys € supp(p) = gen(supp(p)) = Gen(fl;), where
f[; = Sr(mip) (M). In particular, p € (H/\:)e,m = Sr(mi) (€).

Thus, by Proposition 7.15, we conclude that EA (p) = EA (plar) = ﬁA((HA:)Qm).
Hence, p is generic by Proposition 7.11, which completes the proof. (]

Proposition 8.22. Let H be a relatively m-type-definable over M subgroup of
Aut(€), i.e. H = G, ¢ for some partial type m(Z;9) - T =y §. We set H :=
Sr(mig) (M). Then there exists a measures p € My (M) such that

(1) () = 1.
(2) pp is H-x-right invariant; i.e. for every o € H, pg *tp(o(m)/M) = pp.
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Moreover, py is unique.

Proof. By Proposition 8.16, it suffices to show the existence. Let E[@ = Srmp) (€).
For each finite collection of formulas A, there are only ﬁnitely many plA7 PR €
SA(€) with maximal possible Ra ([p2] N He). In particular, p®, ..., p2 are the “A—
generics” of H over €. For each finite A, define the A-measure pa = 2 37 Opa,
i.e. pa is a measure on Sa(€) concentrated on the subset {p(y) € SA( ) : p(y) U
m(m;g) is consistent}.

It is clear that pa is invariant under the natural left action of H given by (h -
pa)(p(@;4)) == pa(e(h=1(a);y)), where h € H. Then, since H is relatively m-
type-definable over M, we get that Aut(€/M) < H, and so pa is M-invariant.

For each A, choose p/y € M7 (€) such that ps|a = pa, and let p be an ac-
cumulation point of the net (p/x)a. It follows that u is (left) H-invariant, and so

93?1;‘(‘%1 7€ M). We set pyg := p|y and note that pi(H) = 1. To see that

is H—* right invariant, we simply use that for o € H and ¢(Z;7) € £ we have

(1 + to (o) /M) ) (073 9)) = (0 1) (9(739))

This formula was already computed at the beginning of the proof of Lemma 8.21.
O

Proposition 8.23. Let i € My, (M) be idempotent and let H, := {o € Aut(€) : supp(u)*
tp(o(m)/M) = supp(p)}. Then:
(1) Stab,(u) = H, and p = pigean, (u) (in the notation from Proposition 8.22),
(2) (supp(p),*) is a profinite group and plsupp() s the normalized Haar mea-
sure on (supp(p), *).

Proof. Proof of (1). We start with the proof of Stab,(u) = H,.

We first show that if ¢ € Stab,(u), then o € H,,. Notice that pxtp(o(m)/M) = p
implies that supp(p * tp(o(m)/M)) = supp(p). Using this together with Corollary
8.5, we conclude that supp(u) * tp(o(m)/M) = supp(u), and so o € H,,. (Indeed,
letting p = tp(o(m)/M), we have p#p = (fuxp)|rr, so supp(pxp) = (supp(fxp))|ar
which equals (supp(f2) *p)|as by Corollary 8.5. On the other hand, by Remark 8.17,
supp(1) = {q : ¢ € supp(p)}. Thus, supp(u * p) = supp(u) * p.)

We now show that Stab, () O H,. Since from Proposition 8.19 we know that
gen(supp(p)) = supp(p), by Theorem 7.25, it suffices to show that Stab,(u) is a
relatively m-type-definable over M subgroup of Aut(€) which contains Agypp (). By
Lemma 8.21, Stab,(u) is relatively m-type-definable over M subgroup of Aut(¢).
We now argue that Stab, (1) contains Agypp(,. Indeed, suppose that o € Agypp(u)s
then o(m) = p € supp(u). We have p* p = (fi % p)|pr and p € supp(fi) by Remark
8.17. Now, by Propositions 8.18 and 8.10, i * p = fi, so u * p = u. Therefore,
o € Stab,(p).

Now, let us show that p = pgtab, (). The measure pu is clearly Stab,(u)-*-
right-invariant. On the other hand, since Agupp(u) € Stab,.(u), we have supp(u) €

Stab,(u). Thus, by Proposition 8.22, we conclude that = figan, (u)-

Proof of (2). By Proposition 8.19, we know that (supp(u),*) is a profinite
group, and so it suffices to prove that p|supp(y) is the normalized Haar measure.
Since (supp(u),*) is a topological group, it is enough to prove that for every
formula ¢(z;y) € £ and every p € supp(u), we have that u([p(m;9)]supp) <

1o (1m0 9)]supp * p), where [o(1m;Y)]supp 1= {q € supp(p) = p(m;7) € g}
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Fix ¢(z;7) € L, p € supp(p). Choose o € Aut(€) such that p = tp(o(m)/M).
By Proposition 8.19, supp(u) * p = supp(p), so o € H,, = Stab,(¢). By Lemma
8.21, we have that Stab,(u) = Stab(ji), thus o € Stab(i) and o~! € Stab(f).
Hence,

wp(m;9)) = fle(m;g)) = (71 @) (p(m; 5)) = ilp(o(m); 7).
On the other hand, by the formula for *-product for types over M in stable case
(discussed at the beginning of Subsection 7.2), we have that

00 D)owp *9) = 1 ({o@)ar P € [ Dleunp} ).

Since by Proposition 8.19 we know that supp(u) = Gen(i[vu), we obtain that the set
{o(p) : p € [@(M;Y)]supp } is contained in the set S (€, M) of all types in Sy, (€)
which do not fork over M (as in the proof of Lemma 8.21). As [ is concentrated
on S (¢, M), we conclude that

ﬂ({a(ﬁ”M 1 peE [Sp(mQy)}supp}) = ﬂ({o(;ﬁ) S [@(m;g)}supp}>
< file(a(m); ).

Finally, we obtain

([0 (7 9)supp * ) < f1(p(0(m); 7)) = (5 9)) = ([0 (725 §)supp )
which concludes the proof. ([

Corollary 8.24. Let u € M7 (M). Then the following are equivalent:
(1) w is idempotent,
(2) w is the unique Stab,(u)-x-right (and also the unique Stab,(u)-x-left) in-

variant measure which concentrates on Stab,(u).

As consequence, there is a one-to-one correspondence between relatively m-type de-
finable over M subgroups of Aut(€) and idempotent Keisler measures in Mz (M).

Proof. (1) = (2) follows from Propositions 8.23(1) and 8.16. On the other hand,
(2) = (1) follows from Claim 1 of Lemma 8.13 with v = p.

We demonstrate the correspondence. Let J be the set of all idempotent measures
in M7 (M) and H be the set of all relatively m-type-definable subgroups of Aut(¢).
The claimed correspondence is given by the maps ® : J — H and ¥ : H — J defined
by ®(u) := Stab,(u) and ¥(H) := py. We need to show that ¥ o & = id; and
Bo W = idy.

Notice that W(® (1)) = pigtan, () = 4 by (1) of Proposition 8.23. Now, for fixed
H € H, we have that ®(VU(H)) = ®(uy) = Stab,.(ug). We want to show that
Stab,(ug) = H. The inclusion H C Stab,(ug) is immediate from the H-#-right
invariance of pg. For the opposite inclusion, suppose for a contradiction that
i *tp(o(m)/M) = pg for some o ¢ H. Then for every L-formula ¢(Z; ) we have
that

() pa(elmg) = (= to (o) /M) ) (9(m: ) = i (9lo" (7); 7).

Take p € supp(py) C H. Choose ' € Aut(€’) such that 7/(m) |= p; then
7' € He. Extend o to o' € Aut(¢’). Then o' ¢ Hg so o't’ ¢ Hgr. Therefore,

o(p) = tp(a'(7'(m))/€) & ﬁg,m and so o(p)|m & ﬁ; We can find a formula
©(7;9) € L such that ¢(o~1(m);y) € p and [p(m;§)] N H = 0.
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As supp(pup) € H, we conclude that g (o(m;§)) = 0. Hence, by equation ({),

i (e(o~t(m); ) = 0. However, this is impossible since p € supp(u) implies that
p € supp(iig) (see Remark 8.17). O

As a conclusion, we obtain Conjecture (A) in the stable case.

Corollary 8.25 (Stable case). Let u € MMV(€, M). We know that Stab(u) = G ¢

m
for some partial type w(ZT;y) b T = §. Then the following are equivalent:
(1) w1 is an idempotent.

(2) p is the unique (left) Gr ¢-invariant measure in Sﬁif(vm_y)(@, M).

In particular, there is a correspondence between idempotent measures in MY (€, M)
and relatively m-type-definable over M subgroups of Aut(€).

Proof. The implication (2) = (1) follows by Corollary 6.7. We argue for (1) = (2).
Since p is idempotent, also u|y is idempotent. Corollary 8.24 implies that

M\M(StamM)) = 1. Because the restriction map r : SIV(¢€, M) — Sz (M) is
a homeomorphism and r. () = plar, and Stab,(p|ar) = Stab(u) (by Lemma 8.21),
we see that o o

1= p(r Stabe(ulan)]) = po(r~ ' Stab(u)]).
By the choice of 7(z;7), Sal\)@) = [n(m;7)] € Sm(M), and so r’l[S{z;l\)(/p)] =
[7(m;§)] N SIV(€, M). Hence, p € MY (€, M). Naturally p is Gr e-invariant,

w(m;y
and the uniqueness in (2) follows by Corollary 6.13(1).
The correspondence follows from Corollary 6.13(1) and Remark 6.9. O
REFERENCES
[Aus8S| Joseph Auslander. Minimal flows and their extensions. Mathematics

Studies. North-Holland, 1988.

[BY14] Ital Ben Yaacov. “Model theoretic stability and definability of types,
after A. Grothendieck”. In: Bulletin of Symbolic Logic 20.4 (2014),
pp- 491-496.

[BYJKO09| Itai Ben Yaacov and H Jerome Keisler. “Randomizations of models as
metric structures”. In: Confluentes Mathematici 1.02 (2009), pp. 197—
223.

[BYT16] Itai Ben Yaacov and Todor Tsankov. “Weakly almost periodic func-
tions, model-theoretic stability, and minimality of topological groups”.
In: Transactions of the American Mathematical Society 368.11 (2016),
pp- 8267-8294.

[Cas+01] Enrique Casanovas et al. “Galois groups of first order theories”. In:
Journal of Mathematical Logic 1.02 (2001), pp. 305-319.

[CG20] Gabriel Conant and Kyle Gannon. “Remarks on generic stability in in-
dependent theories”. In: Annals of Pure and Applied Logic 171.2 (2020),
p. 102736.

[CG21] Gabriel Conant and Kyle Gannon. “Associativity of the Morley product
of invariant measures in NIP theories”. In: The Journal of Symbolic
Logic 86.3 (2021), pp. 1293-1300.

[CG22] Artem Chernikov and Kyle Gannon. “Definable convolution and idem-
potent Keisler measures”. In: Israel Journal of Mathematics 248.1 (2022),
pp- 271-314.



100

[CG23)]

[CGH23a]

[CGH23b)

[CGK24]

|[CH23|
[Coh60]
[Con21]

[CS18]

[CT23]

[EN8Y]

[Fre10]
[Gan22]
[Gis11]
[Gla76]
[G1i59)
[GNOS]

[GPP14]

[HKP20]

[HKP22]

[HP11]

REFERENCES

Artem Chernikov and Kyle Gannon. “Definable convolution and idem-
potent Keisler measures, II”. In: Model Theory 2.2 (2023), pp. 185—
232.

Gabriel Conant, Kyle Gannon, and James Hanson. “Keisler measures
in the wild”. In: Model Theory 2 (1 2023), pp. 1-67.

Gabriel Conant, Kyle Gannon, and James E Hanson. “Generic stability,
randomizations, and NIP formulas”. In: arXiv preprint arXiv:2308.01801
(2023).

Artem Chernikov, Kyle Gannon, and Krupinski Krupiiski. “Defin-
able convolution and idempotent Keisler measures III. Generic stabil-
ity, generic transitivity, and revised Newelski’s conjecture”. In: arXiv
preprint arXiv:2406.00912 (2024).

Alessandro Codenotti and Daniel Max Hoffmann. “Ranks in Ellis semi-
groups and model theory”. In: arXiv preprint arXiv:2308.05477 (2023).
Paul J Cohen. “On a conjecture of Littlewood and idempotent mea-
sures”. In: American Journal of Mathematics 82.2 (1960), pp. 191-212.
Gabriel Conant. “Stability in a group”. In: Groups, Geometry, and Dy-
namics 15.4 (2021), pp. 1297-1330.

Artem Chernikov and Pierre Simon. “Definably amenable NIP groups”.
In: Journal of the American Mathematical Society 31.3 (2018), pp. 609—
641.

G Conant and C Terry. “Pseudofinite proofs of the stable graph regu-
larity lemma”. In: arXiv preprint arXiv:2308.16809 (2023).

Robert Ellis and Mahesh Nerurkar. “Weakly almost periodic flows”.
In: Transactions of the American Mathematical Society 313.1 (1989),
pp. 103-119.

D.H. Fremlin. Measure Theory, vol. 1-5. Broad Fundations. Torres
Fremlin, 2010.

Kyle Gannon. “Sequential approximations for types and Keisler mea-
sures”. In: Fundamenta Mathematicae 257.3 (2022).

Jakub Gismatullin. “Model theoretic connected components of groups”.
In: Israel Journal of Mathematics 184.1 (2011), pp. 251-274.

Shmuel Glasner. Proximal Flows. Lecture Notes in Mathematics 517.
Springer-Verlag, 1976.

Irving Glicksberg. “Convolution semigroups of measures”. In: Pacific J.
Math. 9 (1959), pp. 51-67.

Jakub Gismatullin and Ludomir Newelski. “G-compactness and groups”.
In: Arch. Math. Logic 47.5 (2008), pp. 479-501.

Jakub Gismatullin, Davide Penazzi, and Anand Pillay. “On compacti-
fications and the topological dynamics of definable groups”. In: Annals
of Pure and Applied Logic 165.2 (2014), pp. 552-562.

Ehud Hrushovski, Krzysztof Krupinski, and Anand Pillay. “On first
order amenability”. In: arXiv preprint arXiv:2004.08306 (2020).
Ehud Hrushovski, Krzysztof Krupinski, and Annad Pillay. “ Amenabil-
ity, connected components, and definable actions”. In: Selecta Mathe-
matica New Series 16 (28 2022).

Ehud Hrushovski and Anand Pillay. “On NIP and invariant measures”.
In: J. Eur. Math. Soc. 13.4 (2011), pp. 1005-1061.



[HPPOS]

[HPS13|

[Hrul2]

[Hrul9]
[Kei87]

[K140]

[KNS19]

[KP17]

[KP19]

[KP22

[KP23]

[KPR18]

[KR16]

[KR20]
[Las82]
[LPO1]

[MT12]

REFERENCES 101

Ehud Hrushovski, Annad Pillay, and Ya’acov Peterzil. “Groups, mea-
sures, and the NIP”. In: J. Amer. Math. Soc. 21 (2 2008), pp. 563—
596.

Ehud Hrushovski, Anand Pillay, and Pierre Simon. “Generically stable
and smooth measures in NIP theories”. In: Transactions of the Ameri-
can Mathematical Society 365.5 (2013), pp. 2341-2366.

Ehud Hrushovski. “Stable group theory and approximate subgroups”.
In: Journal of the American Mathematical Society 25.1 (2012), pp. 189—
243.

Ehud Hrushovski. “Definability patterns and their symmetries”. In:
arXiv preprint arXiv:1911.01129 (2019).

H. Jerome Keisler. “Measures and forking”. In: Annals of Pure and
Applied Logic 34 (2 1987), pp. 119-169.

Yukiyosi Kawada and Kiyosi It6. “On the probability distribution on
a compact group. I”. In: Proc. Phys.-Math. Soc. Japan (38) 22 (1940),
pp. 977-998.

Krzysztof Krupinski, Ludomir Newelski, and Pierre Simon. “Bounded-
ness and absoluteness of some dynamical invariants in model theory”.
In: Journal of Mathematical Logic 19 (2019).

Krzysztof Krupinski and Anand Pillay. “Generalised Bohr compactifi-
cation and model-theoretic connected components”. In: Mathematical
Proceedings of the Cambridge Philosophical Society. Vol. 163. 2. Cam-
bridge University Press. 2017, pp. 219-249.

Krzysztof Krupinski and Anand Pillay. “ Amenability, definable groups,
and automorphism groups”. In: Advances in Mathematics 345 (2019),
pp. 1253-1299.

Krzysztof Krupinski and Adrian Portillo. “On Stable Quotients”. In:
Notre Dame Journal of Formal Logic 63.3 (2022), pp. 373-394.
Krzysztof Krupiniski and Anand Pillay. “Generalized locally compact
models for approximate groups”. In: arXiv preprint arXiv:2310.20683
(2023).

Krzysztof Krupiniski, Anand Pillay, and Tomasz Rzepecki. “Topological
dynamics and the complexity of strong types”. In: Israel Journal of
Mathematics 228 (2018), pp. 863-932.

Krzysztof Krupinski and Tomasz Rzepecki. “Smoothness of bounded
invariant equivalence relations”. In: The Journal of Symbolic Logic 81.1
(2016), pp. 326-356.

Krzysztof Krupiniski and Tomasz Rzepecki. “Galois groups as quotients
of Polish groups”. In: J. Math. Log. 20.3 (2020), pp. 2050018, 48.
Daniel Lascar. “On the category of models of a complete theory”. In:
The Journal of Symbolic Logic 47.2 (1982), pp. 249-266.

Daniel Lascar and Anand Pillay. “Hyperimaginaries and automorphism
groups”. In: The Journal of Symbolic Logic 66.1 (2001), pp. 127-143.
Dugald Macpherson and Katrin Tent. “Sequential approximations for
types and Keisler measures”. In: Conteporary Mathematics 576 (2012),
pPp- 255—267.



102

[MW15]

[New03]
[New09]
[New12]
[New89)
[Pil13]
[Pil96]

[PT11]

[Pym62]
[Rud59]
[Rzel§|

[She08]

[She91]
[Sim15]

[Wenb4|

REFERENCES

Jean-Cyrille Massicot and Frank O Wagner. “ Approximate subgroups”.
In: Journal de I’Ecole polytechnique—Mathématiques 2 (2015), pp. 55—
63.

Ludomir Newelski. “The diameter of a Lascar strong type”. In: Fund.
Math 176.2 (2003), pp. 157-170.

Ludomir Newelski. “Topological dynamics of definable group actions”.
In: The Journal of Symbolic Logic 74.1 (2009), pp. 50-72.

Ludomir Newelski. “Model theoretic aspects of the Ellis semigroup”.
In: Israel J. Math. 190 (2012), pp. 477-507.

Ludomir Newelski. “Definable subgroups of a stable group”. In: Notre
Dame Journal of Formal Logic 32.2 (1989), pp. 173-187.

Anand Pillay. “Topological dynamics and definable groups”. In: The
Journal of Symbolic Logic 78.2 (2013), pp. 657-666.

Anand Pillay. Geometric Stability Theory. Oxford Logic Guides. Claren-
don Press, 1996.

Anand Pillay and Predrag Tanovi¢. Generic stability, reqularity, and
quasiminimality. In: Models, logics, and higher-dimensional categories.
Ed. by Bradd T Hart et al. CRM proceedings & lecture notes. Provi-
dence, RI: American Mathematical Society, 2011.

J. S. Pym. “Idempotent measures on semigroups”. In: Pacific J. Math.
12 (1962), pp. 685—698.

Walter Rudin. “Idempotent measures on Abelian groups”. In: Pacific
J. Math. 9 (1959), pp. 195-2009.

Tomasz Rzepecki. “Bounded invariant equivalence relations”. In: arXiv
preprint arXiv:1810.05118 (2018).

Saharon Shelah. “Minimal bounded index subgroup for dependent the-
ories”. In: Proceedings of the American Mathematical Society 136.3
(2008), pp. 1087-1091.

Saharon Shelah. Classification Theory and the Number of Nonisomor-
phic Models. 2nd. North-Holland, 1991.

Pierre Simon. A Guide to NIP Theories. Lecture Notes in Logic. Cam-
bridge University Press, 2015.

J. G. Wendel. “Haar measure and the semigroup of measures on a
compact group”. In: Proc. Amer. Math. Soc. 5 (1954), pp. 923-929.

* BELJING INTERNATIONAL CENTER FOR MATHEMATICAL REsEarcH (BICMR), PeEkiNg UNI-
VERSITY, BELING, CHINA.
Email address: kgannon@bicmr.pku.edu.cn

T INsTYTUT MATEMATYKI, UNIWERSYTET WARSZAWSKI, WARSZAWA, POLAND
Email address: daniel.max.hoffmann@gmail.com
URL: https://sites.google.com/site/danielmaxhoffmann/

HINSTYTUT MATEMATYCZNY UNIWERSYTETU WROCLAWSKIEGO, PL. (JRUNWALDZKI 2, 50-384
Wrocraw, PoLAND
Email address: Krzysztof .Krupinski@math.uni.wroc.pl



	1. Introduction
	1.1. Background
	1.2. New convolution product
	1.3. Correspondence for idempotent measures
	1.4. Structure of text
	1.5. Acknowledgments

	2. Preliminaries
	2.1. Miscellaneous
	2.2. Ellis semigroups
	2.3. Types and Keisler measures
	2.4. Relatively type-definable subgroups
	2.5. Convolution product for definable groups
	2.6. Strong types and Galois groups
	2.7. Model-theoretic connected components

	3. Injectivity results under NIP
	4. New convolution operation
	4.1. Semigroup structures in the style of Hrushovski-Newelski
	4.2. New semigroup of Keisler measures

	5. Adding an affine sort
	5.1. Definable function transfer
	5.2. Affine sort construction
	5.3. Stabilizers

	6. On classification of idempotent fim measures and generically stable types I: results for types and KP-invariant measures
	6.1. Examples of idempotents
	6.2. FIM subgroups, measures and types
	6.3. Main conjecture for types
	6.4. Main conjecture for special measures in NIP

	7. Newelski's group chunk theorem for automorphisms
	7.1. Generics in G,C
	7.2. Convolution product of types in stable theories
	7.3. A counterpart of Newelski's theorem for `3́9`42`"̇613A``45`47`"603AAut(C)

	8. On classification of idempotent fim measures and generically stable types II - stable case
	8.1. Supports of idempotent Keisler measures
	8.2. Uniqueness of measures in stable context
	8.3. Main conjecture in stable theories

	References

