Zespolowy projekt specjalnosciowy 02.10.2018

Projekt
Pawel Lorek

1 https://www.kaggle.com
e https://www.kaggle.com
e https://www.kaggle.com/c/PLAsTiCC-2018
e https://www.kaggle.com/c/digit-recognizer (images)
e https://www.kaggle.com/c/dog-breed-identification (images)

e https://www.kaggle.com/c/statoil-iceberg-classifier-challenge/data (75x75
arrays)

e https://www.kaggle.com/c/transfer-learning-on-stack-exchange-tags/
e https://www.kaggle.com/c/dogs-vs-cats

e https://www.kaggle.com/c/otto-group-product-classification-challenge
(93 cechy, 9 klas)

e https://www.kaggle.com/c/forest-cover-type-prediction/data

2 https://archive.ics.uci.edu/ml/datasets.html

3 Narzedzia

e PCA, ICA, SVD

e klasyfikacja: naiwny klasyfikator Bayesa, LDA, SVM (-+kernels), kNN, Random
Forest

e Obrazy: Bag of Words, klasteryzacje rozne (kmeans, Mean-Shift Clustering, DB-
SCAN, Agglomerative Hierarchical Clustering,...)

e Viterbi, CRF
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