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Opis kursu i cele

Kurs zawiera przeglad technik redukeji wymiaru (ekstrakeji cech) oraz metod klasyfikacji.
Redukcja wymiaru poprawia wydajnosé algorytmoéw przetwarzania obrazéw i algorytmow
uczenia maszynowego, pozwala na wydajniejsza reprezentacje danych i wizualizacje danych
wielowymiarowych. Bedziemy miedzy innymi badaé¢ analize sktadowych gtownych (PCA),
rozklad wartosci osobliwych (SVD), nieujemna faktoryzacje macierzy (NMF), analize sktad-
owych niezaleznych (ICA), algorytm do wizualizacji danych t-SNE. Jesli chodzi o metody
klasyfikacji, bedziemy badaé¢ wiele klasycznych klasyfikatoréw, np.: metoda najblizszych
sasiadow, naiwny klasyfikator Bayesa, maszyna wektoréw nosnych (SVM), liniowa i kwadra-
towa analiza dyskryminacyjna (LDA oraz QDA), drzewa decyzyjne, tzw. “ensemble meth-
ods” (bagging, AdaBoost, Losowe Lasy). Przedstawimy réowniez (wraz z kilkoma zas-
tosowaniami) model mieszanki gaussowskiej (GMM), modele ukrytych taricuachow Markowa
(HMM), modele te uzywaja algorytmu Expectation-Maximization (EM) do nauki parametrow.
Omoéwimy rowniez metody oparte na Monte Carlo Markov Methods (MCMC) do “ odzyski-
wania 7 uszkodzonych obrazow. Wprowadzimy tancuchy Markowa od podstaw, jednak
podstawowa wiedza i intuicja na ich temat jest wskazana.

Podamy szczegotly dla wiekszosci wprowadzonych metod, jednakze bedziemy ktadli duzy
nacisk na intuicje i praktyczne zastosowania: oméwimy (i wykorzystamy zdobyta wiedze
do roznych praktycznych problemoéw na laboratoriach) np. klasyfikacje danych wielowymi-
arowych (w tym szeregéow czasowych, obrazow i tekstow), kompresje obrazow, “odzyski-
wanie tematow“ (topic recovery), systemy rekomendujace. Kurs zapozna studentéow z
szerokim przekrojem algorytmoéw uczenia maszynowego. Studenci beda przygotowani do
badan lub zastosowania nabytych metod w przemysle.

Techniki nauki

Wyktad, samodzielna praca z komputerem, projekt, prezentacja projektu, konsultacja
pomystow rozwiazywania zadan



Wymagania

Przedmioty

Algebra

Rachunek prawdopodobieristwa

Inne wymagania

Podstawowa (przynajmniej) znajomosé¢ Pythona

Tresci programowe

Wprowadzenie do selekcji i ekstrakeji cech (redukcja wymiarow)

Analiza gtownych sktadnikow (PCA), rozktad wartosci osobliwych (SVD), analiza
sktadowych niezaleznych (ICA). Zastosowanie do kompresji obrazu.

Sztuczka jadra i Kernel PCA.

Nieujemna faktoryzacja macierzy (NMF). Zastosowanie do systemoéw rekomenduja-
cych.

Redukcja wymiaréow przy wizualizacji danych: t-distributed Stochastic Neighbor Em-
bedding (t-SNE), UMAP.

Klasyczne klasyfikatory: najblizsi sgsiedzi, naiwny klasyfikator Bayesa, mnozniki La-
grange’a - problemy pierwotne i dualne, maszyna wektoréw nosnych (SVM), liniowa
analiza dyskryminacyjna (LDA) zaréwno jako technika redukeji wymiaru jak i klasy-
fikator, tworzenie klasyfikatorow wieloklasowych z dwuklasowych.

Algorytmy grupowania. Algorytm k-means, Gaussian Mixture Model (GMM). Metoda
najwiekszej wiarogodnosci, Algorytm Expectation-Maximization (EM). Zastosowanie
do generowania obrazow (cyfr, pismo odreczne).

Praca z tekstem, "bag of words®, wektorowe reprezentacje stow (np. word2vec)

Ukryte modele Markowa (HMM) z dyskretnymi i ciagtymi obserwacjami, procedury
forward i backwart, algorytm Bauma-Welcha, algorytm Viterbiego. Zastosowania do
korekcji btedow, klasyfikacji komorek w mikroskopii fluorescencyjnej oraz do klasy-
fikacji szeregdéw czasowych.

Wprowadzenie do metod Monte Carlo Markov Chain (MCMC). Probnik Gibbsa.
Zastosowanie do “odzyskiwania” uszkodzonych (w okreslony, znany sposob) obrazow.



Zaktadane efekty ksztalcenia
Wiedza

Student zna szereg technik redukeji wymiaru

Student zna podstawowe algorytmu klasyfikacji “ptytkiego-uczenia sie”

Student zna podstawowe algorytmy klasteryzujace

Student umie analizowa¢ ztozonosé zadanych probleméw oraz jak dokonywaé stosownych
optymalizacji
Umiejetnosci

e Student potrafi zaprojektowa¢ i wdrozy¢ rozwiagzania oparte o algorytmy uczenia
maszynowego

e Student jest zaznajomiony z zastosowaniami algorytmoéw uczenia maszynowego do
rzeczywistych probleméw, np. systeméw rekomendacjgcych, klasyfikacji tekstu, kom-
presji obrazu, wizualizacji danych

e Student potrafi uporzadkowac¢ i przygotowaé¢ dokumentacje naukows i techniczng
opisujaca dziatania podjete podczas wykonywania projektu

e Student potrafi samodzielnie poszerzyé¢ wiedze zdobyta podczas kursu poprzez czy-
tanie i rozumienie dodatkowego materiatu (dokumentacji naukowej i technicznej)
Metody weryfikacji zakladanych efektow ksztalcenia
dwa projekty, implementacja i prezentacja programéw komputerowych, ustny egzamin
(prezentacja i odpowiadanie na pytania), pisanie raportow
Warunki i forma zaliczenia

e Laboratoria: Beda 2 projekty. Aby zdaé¢ trzeba uzyska¢ minimalng liczbe punktow.
Oddanie projektu = oddanie raportu (w .pdf) oraz dzialajacego programu.

e Ustny egzamin: Przedstawienie wlasnych projektéw i odpowiadanie na pytania.

Naklad pracy studenta

e Zajecia z nauczycielem:

— wyktady - 30 godzin

— laboratoria - 30 godzin



e Praca wlasna studenta:

— przygotowywanie sie do zajeé: - 15 godzin
— czytanie dodatkowego materiatu - 30 godzin

— implementacja algorytméw, pisanie raportéow - 45 godzin
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