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Rozwazmy model liniowy
Y=XB+c¢,

gdzie Y € R", X € R"*P (3 € RP oraz ¢ € R™. Jest to model z wyrazem
wolnym, czyli pierwsza kolumna macierzy X zawiera same jedynki. W sytuacji
gdy p > n estymacja 3 wymaga regularyzacji, dodania kary. Jedna z najpopu-
larnijeszych metod jest LASSO, czyli estymator 3 jest rozwiazaniem problemu
optymalizacyjnego

P
min{]|Y — X5 + A sl

=2

Uwaga: 31 odpowiadajaca wyrazowi wolnemu nie jest karana

Zadanie 1
Jedna z mozliwosci rozwigzania powyzszego problemu optymalizacyjnego jest
algorytm ADMM. Jego opis mozna znalezé na stronie http://web.stanford.
edu/"boyd/admm.html oraz https://web.stanford.edu/ boyd/papers/pdf/
admm_distr_stats.pdf. Pierwsza czes¢ projektu polega na napisaniu funkcji
ktora rozwiagzuje problem LASSO za pomoca ADMM. Funkcja powinna przyj-
mowaé wektor Y, macierz X oraz ilo§é A (Poniewaz nie ma mozliwosci wybrania
dobrego parametru A rozwiazuje si¢ problem dla siatki kar a ostateczna wybiera
sie za pomoca walidacji krzyzowej) oraz parametr p algorytmu ADMM. Funkcja
jako wynik powinna zwracaé¢ macierz wyestymowanych [ oraz wektor A.
Funkcja powinna przeskalowaé¢ macierz X tak aby sumy kwadratéw kolumn
byly réwne 1. Wektor A\ powinien by¢ otrzymany w nastepujacy sposéb A; po-
winna by¢ najmniejsza mozliwa jaka daje pusty model (tylko £ # 0). (Mozna
ja tatwo policzy¢ analitycznie). Kolejne A; powinny tworzy¢ ciag geometryczny
taczacy A1 z A\, = 0.001)\;, gdzie k jest dlugoscia.

Zadanie 2
Polega na poréwnaniu swojej implementacji z implementacjami dostepnymi w
python. W tym celu nalezy wygenerowa¢ dane i przetestowaé algorytmy. Nalezy

wygenerowaé dane dla n = 100 i p = 10000, gdzie macierz X generowana z
N(0.%), gdzie

1. ¥ = Id (niezalezne)
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2. X macierzg autokorelacji czyli X;; = ol"=7l dla o = 0.6,0.9

3. X parami tak samo skorelowane 3;; = ¢ dla i| # j oraz ¥;; = 1 ponownie
o0 =0.6,0.9.

Wektor [ powinien by¢ réwny 2 dla k = 5,10, 100 losowo wybranych wspol-
rzednych, pozostale zerowe. Szum ¢ powinien by¢ wygenerowany ze standardo-
wego rozkladu normalnego.

W symulacje powinny okresli¢ odpowiednia warto$¢ parametru p algorytmu
ADMM. Oraz poréwnaé szybko$é/dokladnosé wlasnej implementacji ze stan-
dardowymi implementacjami.



