Przetwarzanie 1 analiza obrazéow 16.03.2019

Projekt nr 1
Pawel Lorek

TERMIN ODDANIA: 5.05.2019
DO ODDANIA: Raport w postaci pliku .pdf oraz plik(i) w Python (ver 3).

UWAGA: Ponizej znajduje sie¢ opis co powinno znalezé sie w projekcie. Twdj projekt
powinien te wszystkie elementy zawiera¢, ale nie musi sie tylko i wytacznie do nich
sprowadzaé.

Czes¢ A: Rozklad SVD i kompresja obrazéow (10pkt)

Opis projektu

Wykonaj dekompozycje SVD dla obrazka

http:/ /www.math.uni.wroc.pl/ " lorek /image analysis/images/baboon.bmp

oraz dla min. 3 przez siebie wybranych czarno-bialych obrazkéw (najlepiej tego samego
rozmiaru bitmapy .bmp) Postaraj sie, aby byly tam obrazy zar6wno skomplikowane
(prawie kazdy maty obszar ma duzo szczegotow) jak i “proste” (np. jest duzo obszarow
o jednakowym lub malo si¢ zmieniajacym kolorze)

Kazdy obraz f przedstaw jako
"1
f= Z Al v,
i=1

1
Nazwijmy A\?u,;v; obrazem wlasnym (eigenimage) odpowiadajacym wartosci wlasnej \;.
Posortujmy wartosci wlasne w taki sposob, by \y > Ay > -+ > A.. Oznaczmy f, =
k

1
Z A2u;v;. Dla kazdego obrazka przedstaw (jako obrazek) kilka pierwszych obrazow

i=1
wlasnych oraz f; dla kilku wybranych k (zwiekszajace sie o stalg liczbe).

Przez kompresje obrazu f metoda rozkladu SVD nazywamy obraz f; z odpowiednio
dobranym parametrem k. Wypracuj jaki§ sposdéb wyznaczania tego parametru (np. k
ma by¢ taka liczba, by A\xy1 + ... + A, stanowily maksymalnie jakis ustalony procent

calej sumy Z Ai, procent ten moze byé wybrany eksperymentalnie na jednym obrazku).
i=1

Nastepnie wylicz w tak ustalony sposéb k dla kazdego obrazka. Czy wielko$¢ k zalezy

od stopnia skomplikowania obrazka?

Policz tez ile pamieci zajmuje tak skompresowany obraz. Poréwnaj wynik do obrazéow
(standardowych) .jpg otrzymanych na chaosie za pomoca komendy:
chaos:™$ convert obrazek.bmp obrazek.jpg

Zakladamy, ze wszystkie obrazy sa 8-bitowe (= 1 bajt) (skala szarosci 0-255). Zatem
np. jeden wektor u; jest wektorem rozmiaru 256, i kazdy element to 1 bajt, czyli u; jest
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http://www.math.uni.wroc.pl/~lorek/image_analysis/images/baboon.bmp

zajmuje 256 bajtow = 0.25 Kb (1 Kb = 1024 bajty). Natomiast dla przyktadu: obrazek

256 x 256 trzymany w postaci 8-bitowej bitmapy zajmuje: 256 - 256 - 8 bitow = 524288
bitow = 524288/ (1024- 8)= 64 Kb.

(UWAGA: rozmiar pliku .bmp moze by¢ wiekszy z kilku powodow: np. mimo iz obraz
jest czarnobialy, to kazdy kanal r,g.b jest i tak pamietany osobno, wtedy rozmiar to
bedzie 3 - 64Kb, albo moze by¢ 16, 24 lub 32-bitowy, trzymane tez moga by¢ informacje
o rozdzielczosci).

Sciezka do zdjecia powinna by¢ parametrem programu (uzyj argparse).

Czes$é B: PCA + Klasyfikacja obrazow (10pkt)

Baza twarzy Olivetti faces sklada sie z 400 obrazéw (w skali szarosci) rozmiaru
64 x 64. Sa to zdjecia 40 osob (po 10 zdje¢ na osobe).
Baze wezytujemy w nastepujacy sposob:

from sklearn.datasets import fetch_olivetti_faces
faces = fetch_olivetti_faces()

(zob.: faces.keys(), faces.images.shape, faces.data.shape, faces.target.shape)

Do dalszej analizy wybierz tylko zdjecia 10 (losowo wybranych) oséb. Otrzymany zbior
podziel losowo na dwie czedci

e /bior treningowy: po 7 zdjeé¢ kazdej z 10 osob.
e 7Zbior testowy: pozostate zdjecia (tj. po 3 dla kazdej z oséb)
Zadania

e Wykonaj na zbiorze treningowym PCA redukujac wymiar 64? do réznych wartosci
d (wtym d = 0, tzn. de facto bez PCA)

e Przeksztal¢ punkty ze zbioru testowego za pomoca otrzymanej macierzy przeksz-
talcenia z poprzedniego punktu.

e Wykonaj klasyfikacje kNN tak przeksztalconych obrazéw z réznymi warto$ciami
parametru k

e Podaj dla testowanych par d i k wynik klasifikacji (classification rate). Jakie
wartosci d i k daly najlepsze wyniki?

Dodatkowo, dla kilku par d i & (w tym dla tej, ktora dala najlepsze wyniki dla kNN)
zamiast kNN zastosuj:  GaussianNB, RandomForestClassifier, SVC,ich uzycie jest

takie samo jak kNN (mozesz uzywac ich domyslnych parametrow), przyktadowe uzycie

jest np. na stronie:

https://scikit-learn.org/stable /auto examples/classification /plot classifier comparison.html
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https://scikit-learn.org/stable/auto_examples/classification/plot_classifier_comparison.html

