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Model Isinga. Dany jest graf G = (V, K). Model Isinga jest to sposoéb wybrania
losowego elementu z {—1, +1}".

Taki element e € {—1,+1}" nazywamy konfiguracja , dla ustalonej konfiguracji e(v) €
{—1,+1} jest wartoscia spinu w wierzchotku v.

Model Isinga, jest to wybranie losowego elementu Y € {—1,+1}", ktéry elementowi e
przypisuje prawdopodobienstwo:

P(Y =e)=ngs(e) =mn(e) = Ziﬁemp(—BH(e)), gdzie H(e) = Z e(vy)e(vs).
’ k=(v1,2)eK

H (e) nazywane jest energig konfiguracji, za$ parametr § > 0 odwrotnoscia temperatury.

1. Rozwazmy model Isinga na grafie G = (V, K). Ustalmy wierzchotek v. Niech
ec {-1, —l—l}V\{”} bedzie jaka$ ustalona konfiguracja przypisujaca wartosci -1 lub
+1 wszystkich wierzchotkom oprécz wierzchotka v.

Przez et oznaczmy konfiguracje, ktéra wierzchotkowi v przypisuje wartosé +1, a

na pozostatych wierzchotkach ma ta sama wartosé co konfiguracja e. Analogicznie,
e jest konfiguracja, ktéra wierzchotkowi v przypisuje warto$¢ —1, a pozostalym
te same wartosci co konfiguracja e. Pokaz, ze

m(e™)

m(e”)

= exp(26(ki(v,e) — k_(v,e))),

gdzie k, (v, e) oznacza liczbe sasiadéw wierzchotka v, ktére maja spin +1, a k_(v, e)
liczbe tych sasiadow, ktore maja spin -1.

2. Rozwazmy model Isinga na grafie G = (V, K') (oznaczenia jak w zad. 1). Zal6ézmy,
ze konfiguracja Y zostala wybrana zgodnie z rozkladem m. Wyobrazmy sobie, ze
patrzymy na konfiguracje Y (V \ {v}), ale ukrywamy spin Y (v) i otrzymujemy
Y(V\{v}) = e. Jestesmy zainteresowani w warunkowym rozkladzie wartosci
spinu w v. Pokaz, ze

R(Y(0) = 1] Y(V\ {1}) =€) = - ffif;g{ﬁif}e; f‘é”;f,)g»

3. Rozwazmy model Isinga na grafie G = (V, K) (oznaczenia jak w zad. 1). Ustalmy
porzadek na konfiguracjach: dla dwoch konfiguracji e, €’ € {—1,+1} mamy e < €'
jesli e(w) < €'(w) dla kazdego w € V' \ {v}. Pokaz, ze jesli e < €', to

(Y () =+1Y(V\{v}) =e) < n(Y(v) =+1|Y(V\{v}) =€)
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4. Proces urodzin i Smierci. Niech X bedzie tancuchem Markowa na przestrzeni
stanow E = {0,1,..., N} z nastepujaca macierza przejsc:

(1—po po O 0O O 0 ... 0
q1 r 1 0 0 0 0
O QQ (] pg O 0 0
b= 0 0 0 ¢ r p O 0 ’

gN-1 TN-1 DPN-1

0 qo0 1 —qo

gdzie pg > 0,q9 > 0, dla kazdego i € {1,...,N—1}: p; > 0,¢; > 0,p; +q; +1; = 1.

Czy mozna wskazaé jakies rozsadne warunki na parametry tego taricucha, przy
ktorych mozna zastosowaé ide¢ “kanapkowania”, tzn. dla ktérych mozna wskazaé
monotoniczng funkcje updatujaca, czyli taka, ze

V(i <j,i,5€{0,... NYYwe[0,1)  éli,u) < ¢(j,u) ?

5. Wskaz proces urodzin i Smierci, dla ktérego nie mozna zastosowaé idei “kanapkowa-
nia”, tzn. dla ktorego nie istnieje monotoniczna funkcja updatujaca. Odpowiedz
uzasadnij.

6. Lancuch Markowa X o macierzy przejs¢ P na przestrzeni stanow £ = {0,1,..., N}
z porzadkiem liniowym < nazywa sie stochastycznie monotonicznym jesli:

Vi <jv(Ael) P(i,A) < P(j,A),

gdzie U jest klasag tzw. zbioréw gornych, tzn. A € U jesli mamy nastepujaca
implikacje: (i < j,i € A) = (j € A) (stownie: jesli mamy dwa stany, i mniejszy z
nich nalezy do A, to wickszy tez musi naleze¢ do A).

Podaj warunki na to, by proces urodzin i $mierci z zad. 4 byt stochastycznie
monotoniczny.
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