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1. Niech F (x) będzie dystrybuantą. Uogólnioną dystrybuantę odwrotną definiujemy
jako:

F−1(t) = inf{x : t ≤ F (x)}, ∀t ∈ [0, 1].

Pokaż, że w ogólności

• F (F−1(t)) ≤ t, dla t ∈ [0, 1]

• F−1(F (x)) ≥ x, dla x ∈ R

Wskaż przypadki, w których F (F−1(t)) 6= t oraz F−1(F (x)) 6= x.

2. Niech U ∼ U(0, 1). Pokaż, że X = tan(π(U − 1/2)) ma rozkład Cauchyego, tj.

gęstość f(x) =
1

π(1 + x2)
.

3. Rozkład Gumbela z parametrami µ ∈ R oraz σ > 0 ma dystrybuantę
F (x;µ, σ) =exp(−e−(x−µ)/σ). Pokaż, iż dla U ∼ U(0, 1) zmiennaX = − log(− log(U))
ma rozkład Gumbela z parametrami µ = 0, σ = 1. Jak z X uzyskać zmienną o
rozkładzie Gumbela z dowolnymi parametrami µ, σ > 0 ?

4. W algorytmie do generowania zmiennej o rozkladzie N(0, 1) metodą eliminacji
używaliśmy zmiennej losowej Exp(1), tj. o gęstości g(y) = e−y1(y ≥ 0). Przed-
staw wersję algorytmu, w którym używalibyśmy rozkladu Exp(λ), λ > 0, tj. o
gęstości g2(y) = λe−λy1(y ≥ 0). Dla jakiego λ prawdopodobieństwo akceptacji
jest największe?

5. Podaj (i wyjaśnij) metodę eliminacji do symulowania zmiennej losowej z rozkładu
X ∼ N(0, 1) przy pomocy zmiennej losowej Y z rozkładu Cauchyego. Wskaż
optymalne c.

Czy można symulować metodą eliminacji zmienną losową z rozkładu Cauchyego
za pomocą zmiennej losowej z rozkładu normalnego?
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