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1. Niech F(z) bedzie dystrybuanta. Uogolniona dystrybuante odwrotna definiujemy
jako:
F'(t)=inf{z:t < F(z)}, Vte|0,1].
Pokaz, ze w ogo6lnosci

o F(F7'(t)) <t dlate[0,1]
e F'Y(F(z)) >z, dlaz € R

Wskaz przypadki, w ktorych F(F~(t)) # t oraz F~'(F(x)) # z.
2. Niech U ~ U(0,1). Pokaz, ze X = tan(m(U — 1/2)) ma rozklad Cauchyego, tj.

. 1
gQStOSC f(x) = m
3. Rozklad Gumbela z parametrami p € R oraz ¢ > 0 ma dystrybuante
F(z; p,0) =exp(—e~@"1/7) Pokaz, iz dla U ~ U(0, 1) zmienna X = — log(— log(U))
ma rozktad Gumbela z parametrami p = 0,0 = 1. Jak z X uzyska¢ zmienng o
rozktadzie Gumbela z dowolnymi parametrami pu, o > 0 7

4. W algorytmie do generowania zmiennej o rozkladzie N(0,1) metoda eliminacji
uzywalismy zmiennej losowej Exp(1), tj. o gestosci g(y) = e Y1(y > 0). Przed-
staw wersje algorytmu, w ktorym uzywaliby$my rozkladu Exp(A), A > 0, tj. o
gestoscl go(y) = )\e_Ayl(y > 0). Dla jakiego A prawdopodobienstwo akceptacji
jest najwieksze?

5. Podaj (i wyjasnij) metode eliminacji do symulowania zmiennej losowej z rozktadu
X ~ N(0,1) przy pomocy zmiennej losowej Y z rozktadu Cauchyego. Wskaz
optymalne c.

Czy mozna symulowa¢ metoda eliminacji zmienng losows z rozktadu Cauchyego
za pomocy zmiennej losowej z rozktadu normalnego?

2016sim_monte_carlo_listad 1



