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1. (Metoda zmiennych kontrolnych). Chcemy obliczyć I = EY . Symulujemy Y1, . . . , Yn,
niezależne replikacje Y . Przypomnijmy, iż estymator CMC (Crude Monte Carlo)

definiujemy jako Ŷ CMC =
1

n

n∑
i=1

Yi (mamy: V arŶ CMC =
1

n
V arY ). Teraz symulu-

jemy dodatkowo drugą zmienną losową X tzn. symulujemy (Y1, X1), . . . , (Yn, Xn),

gdzie Xi i Yi są/mogą być zależne. Załóżmy, iż znamy EX. Niech X̂n =
1

n

n∑
i=1

Xi.

Definiujemy
Ŷ CV
n = Ŷ CMC

n + c(X̂n − EX)

Oczywiście mamy nadal EŶ CV
n = EY oraz

V ar(Ŷ CV
n ) =

1

n
V ar(Y1 + cX1)

a) Pokaż, że V ar(Ŷ CV
n ) jest najmniejsze dla c = −Cov(Y1, X1)

V ar(X1)
.

b) Pokaż, że dla powyższego c mamy V ar(Ŷ CV
n ) = V ar(Ŷ CMC

n )(1 − ρ2), gdzie
ρ = corr(Y1, X1)

2. (Metoda zmiennych kontrolnych: Estymacja π c.d.) Niech Yi = 41(U2
i,1 + U2

i,2 ≤

1), gdzie Ui,j, i = 1, 2, j = 1, . . . n są iid U(0, 1). Wówczas Ŷ CMC =
1

n

n∑
i=1

Yi

jest estymatorem liczby π o wariancji V ar(Ŷ CMC) =
1

n
2.6968. Wylicz wariancję

estymatora zmiennych kontrolnych Ŷ CV
n biorąc za zmienną kontrolnąXi = 1(Ui,1+

Ui,2 > 2).

3. (Metoda zmiennych antytetycznych). Zastosuj metodę zmiennych antytetycznych
do oszacowania

I =

∫ 1

0

exdx,

biorąc Yi = eUi , a za zmienną antytetyczną biorąc Xi = e1−Ui . Jaka jest procen-
towa redukcja wariancji Ŷ ∗

n w stosunku do Ŷ CMC
n ?

4. (Metoda zmiennych antytetycznych: Estymacja π c.d.). Zastosuj metodę zmien-
nych antytetycznych do oszacowania

I =

∫ 1

0

4
√
1− x2dx
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(skądinąd wiemy, iż to jest π) biorąc Y2i−1 = 4
√

1− U2
i oraz Y2i = 4

√
1− (1− Ui)2

oraz Ŷ ∗
n =

1

n

n∑
i=1

Yi. Jaka jest procentowa redukcja wariancji Ŷ ∗
n w stosunku do

Ŷ CMC
n ?
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