Wprowadzenie do symulacji i metod Monte Carlo 18.11.2016

Lista nr 5
Pawel Lorek

1. (Metoda zmiennych kontrolnych). Chcemy obliczy¢ I = EY. Symulujemy Y3, ..., Y},
niezalezne replikacje Y. Przypomnljmy, iz estymator CMC (Crude Monte Carlo)

definiujemy jako yoeMe — Z Y; (mamy: Vary“M¢ = VarY) Teraz symulu-

jemy dodatkowo drugg zmlennq losowa X tzn. symulujemy (Y7, X7),. (Yn, Xn),
gdzie X; i Y; sa/moga by¢ zalezne. Zalozmy, iz znamy EFX. Niech X, = Z X;.

=1
Definiujemy

YOV =y M 4 (X, — EX)

Oczywiscie mamy nadal EYCV EY oraz
- 1
Var(Y,?V) = =Var(Yi + ¢X)
n

Cov(Y1, X1)
Var(Xy)

b) Pokaz, ze dla powyzszego ¢ mamy Var(YCV) = Var(YEMO) (1 — p?), gdzie
p = corr(Yy, Xy)

a) Pokaz, ze Var(f/ncv) jest najmniejsze dla ¢ = —

2. (Metoda zmiennych kontrolnych: Estymacja m c.d.) Niech Y; = 41(UZ-2,1 + UZQ <
. 1 &
1), gdzie U;j,i = 1,2,5 = 1,...n sa iid U(0,1). Woéwczas YOMC = ‘ZYi
n 4

YCMC)

1
jest estymatorem liczby m o wariancji Var( 2 6968. Wylicz wariancje

estymatora zmiennych kontrolnych }}ncv biorac za zmlennad kontrolna X; = 1(U; 1+
Ui’Q > 2)

3. (Metoda zmiennych antytetycznych). Zastosuj metode zmiennych antytetycznych

do oszacowania )
1= / e“dx,
0

biorac Y; = e, a za zmienng antytetyczng biorac X; = e!7Yi. Jaka jest procen-
towa redukcja wariancji Y* w stosunku do YCM 2

Ui

4. (Metoda zmiennych antytetycznych: Estymacja 7 c.d.). Zastosuj metode zmien-
nych antytetycznych do oszacowania

1
= / 4v'1 — x2dx
0
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(skadinad wiemy, iz to jest 7) biorac Yo, 1 = 44/1 — U? oraz Yo; = 44/1 — (1 — Uj;)?
oraz Y; = — ZY;-. Jaka jest procentowa redukcja wariancji f/; w stosunku do
n

i=1
}A/nCMC ?
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