Wprowadzenie do symulacji 1
metod Monte Carlo

Pawel Lorek

Jest to wyklad prowadzony we wcze$niejszych latach przez prof.
Tomasza Rolskiego. Dzieki jego uprzejmosci dostepne sa liczne
matarialy, w tym skrypt oraz w duzej mierze ponizszy sylabus

Sylabus Chociaz Stochastyczne symulacje i teoria Monte Carlo sa bardzo
czesto nazwami tej samej teorii, my bedziemy je rozréznia¢. Pierwszy termin
bedzie dotyczyt teorii generatorow oraz metod generowania liczb losowych o
zadanych rozktadach lub bardziej wtasciwie liczb pseudo-losowych, bo tylko
takie moga by¢ generowane na komputerze. Natomiast teoria Monte Carlo
zajmuje sie teoretycznymi podstawami opracowania wynikéw, planowania
symulacji, konstruowaniu metod pozwalajacych na rozwiazywanie konkret-
nych zadan, itp.
Nastepujace tresci bedg omowiane podczas wyktadu:

e zarys teorii generatoréw liczb losowych,
e sposoby generowania liczb losowych o zadanych rozktadach,

e podstawowe pojecia dotyczace btedéw, poziomu istotnosci, liczby rep-
likacji i ich zwigzkow,
e przyktadowe zadania rozwigzywane metodami symulacji stochastycznej,

e metody zmniejszenia liczby replikacji przy zadanym poziomie btedu i
poziomie istotnosci.

Do zaliczenia potrzebne bedzie zaliczenie ¢wiczen teoretycznych oraz lab-
oratorium. Oprocz tego beda 2 zadania projektowe, ktore beda obowiazkowe.
Wyktad koriczy sie egzaminem pisemnym.



Wymagania Rachunek prawdopodobienistwa.
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Szczegdltowy program wykladu

1. Wstep:
liczby losowe i quasi losowe,

generatory liczb losowych.

2. Symulacja zmiennych i wektorow losowych o zadanych rozktadach:
metoda dystrybuanty odwrotnej; przypadek ogdlny — algorytm I'TM,
rozktad wyktadniczy,
rozktad Pareto,
rozktady ciezko i lekkoogonowe,
algorytm I'TM-d oraz ITR dla rozktadéow kratowych,
rozktad dwumianowy;,
rozktad Poissona,
metoda eliminacji,
symulowanie N(0,1) metoda eliminacji,
symulowanie rozktadu gamma,
symulowanie wektora normalnego,
metoda Boxa-Miillera, metoda biegunowa Boxa-Miillera,
metoda Choleskyego,
metoda ROU,
symulacja rozktadéw jednostajnych w kostkach, kulach i inych pozbio-
rach R? oraz sferze S;_1.
3. Podstawy metod Monte Carlo— niezalezne replikacje,
estymacja nieobcigzona,

przedzial ufnosci, btad bezwzgledny i wzgledny, fundamentalny
wzor ey/n = 1.960, budzet symulacji,

zgrubna metoda Monte Carlo (CMC),
losowanie warstwowe (SS),

losowanie istotnosciowe (IS),



obliczanie prawdopodobienstwa awarii sieci
symulacja prawdopodobienistwa ruiny,

efektywna i logarytmicznie efektywna symulacja zdarzen rzad-
kich.

twierdzenia o optymalno/sci symulacji metoda OECM.

4. Symulacje stochastyczne w badaniach operacyjnych(do wyboru), fi-
nansach i ubezpieczeniach (do wyboru),

5. Planowanie symulacji procesow stochastycznych(do wyboru),

6. Symulacje procesow Markow; symulacja doskonata, podstawy Monte
Carlo Markov Chains (MCMC).



