Wprowadzenie do symulacji i metod Monte Carlo 14.11.2018

Lista nr 3 ver 3
Pawel Lorek

X ~ Gumbel z parametrami 1 € R oraz ¢ > 0: dystrybuanta F(z; i, o) =exp(—e~@=#/),

1. Ciggta wersja metody eliminacji. Cel: chcemy wygenerowac¢ zmienna losowag X o
gestosci f(x) umiejac generowac Y o gestosci g(y), gdzie f(z) < cg(x) dla ¢ > 1.
Algorytm:

1 Wygeneruj Y z gestoscia g(y)
2 JeslicUg(Y) < f(Y) (gdzie U ~ U(0, 1) niezalezna od Y') to podstaw X :=Y
3 w przeciwnym przypadku GOTO 1

Podaj dowod poprawnosci algortymu (tzn., ze wynikiem jest zmienna losowa X o
gestosci f(x)).

2. Niech U ~ U(0,1). Dla p € (0,1) zdefiniujmy
X = {&J ‘
log(1 = p)

3. Podaj (i wyjasnij) cala procedure generowania zmiennej losowej o rozktadzie Gamma(a,1)
dla o > 0 (skrypt: Przyklad 6.4) metoda eliminacji (rozpatrz osobno przypadek
a<lia>1).

Jaki rozktad ma zmienna X7

4. Niech U ~ U(0,1). Pokaz, ze X = tan(n(U — 1/2)) ma rozklad Cauchyego, t;.

5. Pokaz, iz dla U ~ U(0,1) zmienna X = —log(—log(U)) ma rozktad Gumbela z
parametrami u = 0,0 = 1. Jak z X uzyska¢ zmienna o rozkladzie Gumbela z
dowolnymi parametrami p,o > 0 7

6. W algorytmie do generowania zmiennej o rozkladzie N(0,1) metoda eliminacji
uzywalismy zmiennej losowej Exp(1), tj. o gestosci g(y) = e Y1(y > 0). Przed-
staw wersje algorytmu, w ktorym uzywalibysmy rozkladu Exp(A), A > 0, tj. o
gestosci ga(y) = Ae 1(y > 0). Dla jakiego A prawdopodobieristwo akceptacji
jest najwieksze?

7. Podaj (i wyjasnij) metode eliminacji do symulowania zmiennej losowej z rozktadu
X ~ N(0,1) przy pomocy zmiennej losowej Y z rozkladu Cauchyego. Wskaz
optymalne c.

Czy mozna symulowa¢ metoda eliminacji zmienng losowa z rozktadu Cauchyego
za pomocg zmiennej losowej z rozktadu normalnego?
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8. Rozpatrzmy nastepujacy algorytm:

1. Wysymuluj U; ~ U(0,1) i podstaw Y = {—

2Y+l
2. Wysymuluj Uy ~ U(0,1). Jesli U < G to zwro¢ X (=Y

3. w przeciwnym przypadku GOTO 1

Jaki rozktad ma wynik dziatania algorytmu, tj. zmienna X7

1
. . . 2
9. Rozwazmy szacowanie catki [ = / e " dx.
0

UWAGA: W ponizszych wyliczeniach wariancji mozesz przyjac:

1 2 1 2 2
/ e~ da: ~ 0.7468, / (e_z ) dz ~ 0.59814
0 0

Rozwazmy dwa estymatory

. 1 —
L YoM = — Ny, gdzie Y; = 1(e7% > Uyy), a Uy,... Up, sa iid. U(0,1),
n

. 1 &
2. VOMC = N, gdzie Vi = ¢ a U, ... U, saidd. U(0,1).
n =

}A/'HOM

Jaki sa wariancje powyzszych estymatorow? Ile wynosi ? Ile musimy

y o . Varyoye -
wykonwaé symulacji (tzn. jakie musi byé¢ n) by mie¢ moc stwierdzi¢ iz Pr(l €

[V, — b, Y, +b]) = 0.95 dla b = 0.005 (odpowiedz dla ¥, bedacego ¥,7°M lub
}A/CMC).

10. Poprzednie zadanie byto troche “sztuczne” w tym sensie, ze do wyliczenia wariancji
uzylismy wiedzy na temat tego co trzeba policzy¢... Mamy nastepujace oszacow-
ania: ] ] ]

1—a?4 -2t — Zab < e ™ <1—2%+ 2.
2 6 - + 2
Wykorzystaj je, by oszacowaé VarY oM oraz Vary oM.

Korzystajac z tych oszacowarl powiedz tez ile musimy wykonwa¢ symulacji (tzn.
jakie musi by¢ n) by mie¢ moc stwierdzi¢ iz Pr(l € [V, — b, Y, +b]) = 0.95 dla
b = 0.005 (odpowiedz dla Y, bedacego YoM lub Y EME),

UWAGA: Nie musisz recznie liczy¢ catek (co do zasady prostych - to sa calki z
wielomianow), mozesz wspomoc sie tutaj komputerem.
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