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1. (Metoda zmiennych kontrolnych: Estymacja π c.d.) Niech Yi = 41(U2
i,1 + U2

i,2 ≤

1), gdzie Ui,j, i = 1, 2, j = 1, . . . n są iid U(0, 1). Wówczas Ŷ CMC =
1

n

n∑
i=1

Yi

jest estymatorem liczby π o wariancji V ar(Ŷ CMC) =
1

n
2.6968. Wylicz wariancję

estymatora zmiennych kontrolnych Ŷ CV
n biorąc za zmienną kontrolnąXi = 1(Ui,1+

Ui,2 > 2).

2. (Metoda zmiennych antytetycznych). Zastosuj metodę zmiennych antytetycznych
do oszacowania

I =

∫ 1

0

exdx,

biorąc Y2i−1 = eUi oraz Y2i = e1−Ui . Jaka jest procentowa redukcja wariancji Ŷ ∗
n w

stosunku do Ŷ CMC
n ?

3. (Metoda zmiennych antytetycznych: Estymacja π c.d.). Zastosuj metodę zmien-
nych antytetycznych do oszacowania

I =

∫ 1

0

4
√
1− x2dx

(skądinąd wiemy, iż to jest π) biorąc Y2i−1 = 4
√

1− U2
i oraz Y2i = 4

√
1− (1− Ui)2

oraz Ŷ ∗
n =

1

n

n∑
i=1

Yi. Jaka jest procentowa redukcja wariancji Ŷ ∗
n w stosunku do

Ŷ CMC
n ?

4. (Losowanie istotnościowe) Podaj procedurę losowania istotnościowego dla esty-
macji

I =

∫ 1

0

e−x
2

dx

biorąc X o gęstości f̃(x) = re−x (dobierając r tak, by f̃ była gęstością na (0, 1)).
Jaka jest procentowa redukcja wariancji Ŷ IS

n w stosunku do Ŷ CMC
n ? (użyj kom-

putera do wyliczenia odpowiednich całek).

5. (Losowanie istotnościowe) Podaj procedurę losowania istotnościowego dla esty-
macji

I =

∫ 1

0

xα−1e−xdx
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dla α = 3/4 biorąc X takie jak w poprzednim zadaniu (tj. o gęstości f̃(x) = re−x),
przyjmując k(x) = xα−1e−x oraz f(x) = 1. Jaka jest procentowa redukcja wariancji
Ŷ IS
n w stosunku do Ŷ CMC

n ? (użyj komputera do wyliczenia odpowiednich całek).
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