Wprowadzenie do symulacji i metod Monte Carlo 16.01.2019

Lista nr 7
Pawel Lorek

Hard-core model. Mamy dany graf G = (V, K), gdzie V' = {vy,..., vy} (wierzchotki)

oraz K jest zbiorem krawedzi. Do kazdego wierzchotka przypisujemy spin -1 lub +1,
kazde takie przypisanie nazywamy konfiguracja.

¢ € {—1,+1} jest natomiast poprawna konfiguracja (PK) jeli zadne 2 wierzchotki,

ktore sa sasiadami w grafie G nie maja oba wartosci +1.

Na wyktadzie podana byla konstrukcja MCMC (Gibbs sampler), ktorego przestrzen
stanow jest zbiorem wszystkich mozliwych poprawnych konfiguracji, a rozktadem stacjonarnym
jest rozktad jednostajny:
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gdzie Zg jest stala normalizacyjna, tj. Zg = Z 1(¢ € PK).
£e{0,1}V

1. Pokaz, ze algorytm Gibbs dla modelu hard-core jest nieredukowalnym tancuchem
Markowa.

2. Pokaz, ze dla kazdego wierzchotka v € V', warunkowe prawdopodobienstwo, ze
v przyjmuje warto$¢ +1, pod warunkiem, ze wszyscy sasiedzi maja wartos¢ -1,
wynosi 1/2.

3. Rozwazmy nastepujacy uogdlniony hard-core model. Model ten pozwala na
rozne “intensywnosci +17 w grafie. Jest to zrobione poprzez wprowadzenie parametru
A > 0. W tym modelu kazda poprawna konfiguracja ma prawdopodobienstwo

A6 i€ e PK
edli € €
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gdzie n(&) jest liczba “plus jedynek” w konfiguracji £, a Zg ) jest stala normaliza-

cyjna, tj. Zay= » N1 € PK).
ge{0,1}V

Udowodnij, ze dla kazdego wierzchotka v € V| wartunkowe prawdopodobieiistwo,
ze v przyjmuje warto$¢ +1, pod warunkiem, ze wszyscy sasiedzie maja wartosé -1,
A

WYynosi

A1
4. Skonstruuj algorytm MCMC dla uogélnionego modelu hard-core.
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5. Laricuch Markowa X o macierzy przejs¢ P na przestrzeni stanow E = {ey,..., ey}
z porzadkiem czeSciowym =< nazywa sie stochastycznie monotonicznym jesli:

V(e, < e;)V(AelU) P(e,A) < Pl(ej, A),

gdzie U jest klasa tzw. zbioréw gornych, tzn. A € U jesli mamy nastepujaca
implikacje: (e; < e;,i € A) = (j € A) (stownie: jesli mamy dwa poréwnywalne

stany, 1 mniejszy z nich nalezy do A, to wiekszy tez musi naleze¢ do A).

Podaj warunki na to, by proces urodzin i $mierci z macierza przejscia podang w
zad. 1 na Liscie 6. byl stochastycznie monotoniczny wzgledem porzadku liniowego
<.

6. Funkcja updatujaca jest monotoniczna wzgledem porzadku czesciowego = jesli
V(e; <e;) V(wel0,1])  ole;u) = ¢leju)

7 kolei taricuch Markowa o macierzy przejs¢ P jest realizowalnie monotoniczny
jesli istnieje monotoniczna funkcja updatujaca.

Dla zadania 4. z Listy 5. wskaz (wzgledem porzadku liniowego)

a) Poprawna i monotoniczng funkcje updatujaca.

b) Poprawna, ale nie monotoniczna funkcje updatujaca.

7. Podaj warunki na to, by proces urodzin i Smierci z macierza przejscia podang w
zad. 1 na Lidcie 6. byl realizowalnie monotoniczny wzgledem porzadku liniowego
< (i wskaz wowczas monotoniczna funkeje updatujaca,).

8. Przypomnij algorytm CFTP (Coupling From The Past), oméw jego dzialanie na
przyktadzie poprzedniego zadania.
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