Wprowadzenie do symulacji i metod Monte Carlo 22.10.2019

Lista nr 1, ver 2
Pawel Lorek

n
Szereg harmoniczny: H, = Z
k=1

| =

k
Liczby Stirlinga drugiego rodzaju: {k} = 1 ;0(—1) (z>(k — )", jest to liczba

sposobow podziatu zbioru n elementéw na k niepustych zbiorow podzbiorow.

1. Niech T" bedzie zmienng losowa przyjmujaca wartosci catkowite nieujemne. Pokaz,
ze ET =Y P(T > k).
k=0

2. Udowodnij nastepujacy

Lemat 1 (Nieré6wnos$é Markowa) Niech X bedzie nieujemng zmienng losowq.

Wtedy ¥Yr > 0
EX

r

P(X >r)<

3. Udowodnij nastepujacy

Lemat 2 (Nieréwno$é Czebyszewa) Niech X bedzie zmienng losowg o Sred-
niej p < 0o i wariancii o> < oo. Wtedy ¥r > 0

0.2

P(‘X_U|Z7’)§r—2

4. Pokaz, ze dla kazdego x € R mamy 14 x < e

5. Udowodnij nastepujacy

Lemat 3 (Nieréwno$é Chernoffa) Niech X; bedg niezaleznymi zmiennymi losowymi
o rozktadzie P(X; =1) =p;, =1— P(X; =0). Niech S = ZXi oraz p = ES =
i=1

Z EX; = Zpi. Wtedy dla kazdego € > 0 zachodzi

i=1 i=1

PS> (1+2)) < (ﬁ)#

oraz

P(S<(1—e)p) < (#)M
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6. Pokaz, ze poprzednie zadanie implikuje

—ue?

P(S<(1—¢e)u)<e 2z

ks ()'<()<(2)

8. Niech X bedzie zmienna losowa o rozkladzie Eri(n,\) tj. majaca gestosé (A > 0)

1
(n—1)!

7. Udowodnij:

Nz le™™ > 0.

fx) =

Pokaz, ze dystrybuanta wyraza sie wzorem

F(fU)ZP(ng):pZM

n—1 re—)\m
id ’
=0

<

9. Niech S,, bedzie zbiorem wszystkich permutacji zbioru {1,2,...,n}. Niech Y
oznacza zmienng losowa o rozkladzie jednostajnym na S, tzn. Vo € S,, Pr(Y =

1
o) = ml Dla o € S,, zdefiniujmy

flo)=H#{i:o(i) =1},
tzn. f(o) to liczba punktow statych permutacji o. Pokaz, ze Ef(Y) = 1.

10. Niech Y bedzie zmienng losowa o rozkladzie jednostajnym na S,, (jak w poprzed-
nim zadaniu). Dla o € S, zdefiniujmy

Ci(0) = #{ cykle dltugosci m}
(liczba cykli dtugosci m) oraz C(o) = Z Cyn(0) (liczba cykli).
m=1

e Ile jest srednio cykli dhugosci m w losowej permutacji n elementow? Tzn. ile
wynosi EC,,(Y)?

e Ile jest $rednio cykli w losowej permutacji? Tzn. ile wynosci EC(Y)?
11. Niech Y bedzie zmienng losowa o rozktadzie jednostajnym na Sygg. Pokaz, ze

Pr(Yzawiera cykl dtugosci > 51) = Hygp — Hso ~ .6881721793.

12. (zagadka) W pewnym pomieszczeniu jest 100 szuflad, w nich jest rozmieszczonych
100 kartek z numerami od 1 do 100 losowo (jednostajnie wybrana permutacja).
Jest tam tez 100 wiezniow ponumerowanych od 1 do 100. Kazdy z nich musi
znalez¢ kartke ze swoim numerem. Zasady sa takie, ze kazdy wiezienn moze ot-
worzy¢ maksymalnie 50 szuflad oraz, ze wieZzniowie nie moga sie ze soba komu-
nikowa¢ (wchodza oni do pomieszczenia pojedynczo w losowej kolejnosci). Wezesniej
moga oni ustali¢ wspolng strategie. Podaj jak najlepsza taka strategie i wylicz
prawdopodobienistwo tego, ze wszyscy odnajda kartki ze swoimi numerami.
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n

1
13. Niech Uy, ..., U, € [0,1]. Niech F,( = Z 1(U; <'t). Zdefiniujmy
=1

3

D, = sup |Fu(t) 1.

0<t<1

Niech Uy, ..., Uy bedzie statystyka pozycyjng proby Uy, ..., U,. Pokaz, ze D,, =
max(D.;", D;), gdzie

. 1
D;: = max (l - U(i)) , D; = max (U(i) ! ) .
1<i<n \ n 1<i<n n

14. (test serii, srednia). Niech n,t,d beda catkowitymi liczbami dodatnimi. Zaltézmy,
ze mamy obserwacje Uy, ..., Uy € [0,1]. Dzielimy je grupy po t:

Ul == (U17 ey Ut)7 UQ - (Ut+17 sy U2t)7 Un = (U(nfl)t+1a ey Unt)
Rozpatrzmy kostke [0, 1]*: dzielimy kazdy z bokéw na d réwnych odcinkow [i/d, (i+
1)/d],i = 0,...,d — 1 i otrzymujemy k = d" “mini” kostek. Zalézmy, ze mamy
jakas numeracje kostek 1,2, ...,k Niech

X; = #{j : U, jest w minikostce o numerze i}.

Zdefiniujmy

e\s‘lﬁ

k
roy S i
7j=1

Zaktadajac, ze Uy, ..., U, sg iid o rozktadzie U(O, 1) pokaz, ze ET =k — 1

15. Rozmieszczamy losowo n kul w n urnach (tj. kazde rozmieszczenie ma prawd.
n~". Niech Aj oznacza zdarzenie, ze jest doktadnie k urn pustych.

Pr(A,) = (Z) g(_l)(n;k) (1 ) kiz)

Wybrane zadania teoretyczne ze skryptu

Pokaz, ze

http://www.math.uni.wroc.pl/"rolski/Zajecia/sym.pdf, Rozdzialt I1.5

16. Niech X1, X5, ... beda niezaleznymi zmiennymi losowymi o jednakowym rozktadzie
(M), gdzie M jest liczba naturalng oraz M = {0,1,..., M—1}. Niech M = 2" oraz
b(z) dla z € M bedzie rozwinieciem dwojkowym przedstawmnym w reprezentacji
k cyfr zero lub jeden. Pokazaé, ze ciag zmiennych losowych zero-jedynkowych
zdefiniowany przez

£1,8, ... = b(X1),b(Xy) . ..

jest ciagiem prob Bernoulliego. Pokazac¢ na przyktadzie, ze tak nie musi by¢ jesli
M nie jest potega dwojki.
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17. Przez funkcje bledu erf(z) rozumie sie

erf(x) = %/0 e~ dt,

oraz przez uzupetniajqcq funkcje btedu erfe(x)

2 e
erfc(z) = — e " dt.
7

Pokaza¢, ze jesli ®(z) jest dystrybuanta standardowego rozkladu normalnego, to

1 1 1
O(x) = B + ierf(:c/\/@) = §erfc(—x/\/§).
18. Obliczamy calke f = f(u) du przy zalozeniu, ze szc = Varf(U) < co. Ko-
[0,1)¢

rzystajac z nieréwnosci Czebyszewa pokaz, ze z prawdopodobienistwem co najmniej
1 — 6 mamy (gdzie Uy, U,, ... sa iid o tym samym rozkltadzie co U).

gf
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